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ABSTRACT 

 
Designing Text Revision Strategies in Advanced User Interfaces 

 

Text input methods are ubiquitous and vital when users attempt to enter text into digital devices for 

documentation and communication. Compared with typing on conventional user interfaces based on 

physical keyboards and mice, typing performance varies when users typing on advanced user interfaces 

(e.g., smartphones, tablets, virtual reality, and mixed reality) due to their diverse limitations and 

characteristics. With the popularity of mobile devices (e.g., smartphones and tablets) and commercial 

Virtual Reality (VR) systems, there exists the need of efficient text input methods that are suitable 

designed for satisfying typing performance. 

 

Keyboards are dominant and default input tools. On smartphones, keyboards are virtualized and 

customized (with various layouts) in the limited size on the touchscreen. For VR systems, keyboards are 

often shown virtually in the intangible space without essential haptic feedback. Although those 

keyboards could help users to finish the basic text input task, efficiency and satisfaction during the text 

input, however, cannot be guaranteed. The main reason is that the keyboard layout, definition of keys, 

and related operation patterns are inherited from the physical QWERTY keyboard, which already 

existed for decades with few adjustments based on various platforms and scenarios. 

 

Generally, text input includes two main parts. The first part is text entry, which mainly focuses on 

generating text quickly into the computing system based on users’ input. The second part is text revision, 

which is responsible for ensuring that the input text is both typo-free and proper to express the intended 

meaning of the typist. As far as we know (from the literature), most current text input methods and 

research focus on enhancing users’ typing performance (e.g., faster typing speed). However, little 

attention was paid to improve text revision efficiency, which is essential to ensure the expression 

accuracy of the input text. It should be noted, again, that the main target of text input is for 

documentation (e.g., taking notes) and communication (e.g., discussion with friends via instant 

messaging or emails) rather than just entering some characters and show them on the screen. 
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Current text input methods can handle typos and grammar issues easily with auto-correction techniques. 

Whereas, for more general revision conditions (e.g., revising the word with right spelling but with 

improper meaning or adding missing words into the sentence), those methods cannot achieve the 

satisfying text revision experience, especially for smartphones and VR systems. 

 

This dissertation mainly focuses on facilitating text revision on mobile devices and in VR applications. 

A systematic review was conducted first to summarize the text revision attempts applied in current 

smartphone and VR text input methods. With the review, we further analyze their commonalities and 

flaws. It revealed that, for typing with virtual keyboards, most text revision attempts still followed the 

operation process using the backspace and cursor control, which already existed for decades. 

 

To improve the text revision efficiency on mobile devices, we revisited the existing text revision process 

and proposed Swap, a replacement-based text revision paradigm, to enhance the text revision 

performance by minimizing the use of backspace and cursor control. In detail, Swap regards all 

characters and words as replaceable and independent units. When observing the revision target, users 

can enter the revised content first and then use it to replace the target. To change the processes for 

various revision conditions (e.g., inserting, substituting, or deleting a word) into the unified replacement 

operation, Swap also visualizes some specific functions (e.g., deletion) and allows them to appear in the 

input string just as regular characters. 

 

Based on the paradigm, we implemented a text revision technique (named Swap) and evaluated its 

feasibility on smartphones via conducting a comparative user study. Results showed that, compared with 

the repetitive backspace pressing and imprecise cursor control, Swap simplifies the steps and the number 

of the potential mode switch process (i.e., from regular typing to revision or from revision to regular 

typing). Moreover, Swap enables users to keep their regular typing speed during the revision process on 

smartphones. 

 

In the context of VR environments, a series of techniques have been designed and proposed to enhance 

the text input performance. However, few researchers put their eyes on the enhancement of text revision. 

To deeply understand the research status of the current VR text entry, we first did a systematic review 

and revealed that there lacks the essential consideration on the problem of text revision. Even worse, 

most current proposed techniques did not include the tools and solutions to handle the need for text 

revision in VR. Then, we proposed a design space based on caret and backspace to explore the design 

solutions for enhancing text revision performance in VR applications. With the design space, we further 

implemented four text revision techniques and evaluated them using a comparative user study. 

Outcomes of the design space and proposed techniques not only provided a fundamental understanding 
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of VR text revision solutions (with the backspace and caret) but also a comparable basis for evaluating 

future VR text revision techniques. 

 

During the review of current VR text entry research, we also found that, during text entry, although 

characters are selected in sequence, there lacks smooth transition among every two selections, which (to 

some extent) influence the typing speed. Therefore, apart from text revision, an additional study was 

conducted to enhance the text input efficiency by proposing SewTyping, a novel technique that fully 

leverages the penetrable feature of the intangible interface and the daily-life sewing metaphor to achieve 

the fluid and successive text entry behavior just like sewing with a needle on the fabric. We got inspiring 

results that SewTyping not only improves the typing speed in VR applications but also changes the VR 

text input as engaging gameplay. 

 

This dissertation shows contributions as follows: 

 

First, the literature review reveals the insufficient attention of current text revision research when 

designing useful and efficient text input methods. For researchers who are interested in this field, this 

dissertation can also serve as a systematic overview of text revision. 

 

Second, instead of the conventional text revision paradigm (based on backspace and cursor control), 

Swap shows an overturning perspective for designers to consider and design text revision techniques on 

mobile devices and in VR applications at both the process level and practice level. 

 

Third, for VR text input techniques, we point out the lacking of essential considerations of text revision 

in the previous existing research. Our proposed design space and text revision techniques can both 

provide a perspective to face this practical problem (text revision in VR) and available options that 

attempted to enhance users’ text revision performance when entering text with virtual keyboards in VR.  

 

Fourth, SewTyping provides a novel way to consider the penetrable feature of the intangible interface 

and convert it as an advantage when designing the fluid text input operation. Additionally, SewTyping 

also proposes a new interaction approach (sewing interaction), which sheds light on the novel interface 

design for VR applications. 

 

Overall, methodologies and results reported in this dissertation will be beneficial for both researchers 

and practitioners when exploring and implementing text revision techniques to achieve a more satisfying 

typing performance on mobile devices and in VR applications. 

 



   

iv 

 

 

TABLE OF CONTENTS  

 
Chapter 1 INTRODUCTION ................................................................................................... 1 

1.1. Background .................................................................................................................. 1 

1.2. Motivation and Objectives ........................................................................................... 2 

1.3. Dissertation Overview ................................................................................................. 3 

Chapter 2 LITERATURE REVIEW ....................................................................................... 4 

2.1. Evolution of Keyboard ................................................................................................ 4 

2.2. Error and Error Correction .......................................................................................... 7 

2.3. Text Revision and Text Revision Tools ...................................................................... 8 

Chapter 3 SWAP-BASED TEXT REVISION TECHNIQUE ON MOBILE DEVICES .... 9 

3.1 Introduction ................................................................................................................. 9 

3.2 Related Work ............................................................................................................. 11 

3.2.1 Text Revision Procedure on Mobile Devices ..................................................... 11 

3.2.2 Improvement of the Backspace .......................................................................... 12 

3.2.3 Caret Control Enhancement ............................................................................... 12 

3.2.4 Error Correction ................................................................................................. 13 

3.2.5 Summary ............................................................................................................ 13 

3.3 Pre-Study: How Do Users Do Text Revision ............................................................ 13 

3.4 The Design of Swap .................................................................................................. 14 

3.4.1 Interaction Logic ................................................................................................ 15 

3.4.2 Symbolized Backspace ....................................................................................... 15 

3.5 Dot Swap ................................................................................................................... 16 

3.6 Study 1 – Feasibility Evaluation of Dot Swap .......................................................... 17 

3.6.1 Apparatus ........................................................................................................... 17 

3.6.2 Participants ......................................................................................................... 17 

3.6.3 Procedure and Task ............................................................................................ 17 

3.6.4 IVs and DVs ....................................................................................................... 19 



   

v 

 

3.6.5 Results ................................................................................................................ 19 

3.6.6 Discussion .......................................................................................................... 20 

3.7 Improved Swap .......................................................................................................... 21 

3.8 Study 2 - Comparative User Study ............................................................................ 22 

3.8.1 Apparatus ........................................................................................................... 22 

3.8.2 Participants ......................................................................................................... 22 

3.8.3 Procedure and Task ............................................................................................ 23 

3.8.4 IVs and DVs ....................................................................................................... 24 

3.8.5 Results ................................................................................................................ 25 

3.8.6 Discussion .......................................................................................................... 30 

3.9 Conclusion ................................................................................................................. 32 

Chapter 4 DESIGN SPACE EXPLORATION ON TEXT REVISION IN VR 

APPLICATIONS .................................................................................................................... 33 

4.1 Introduction ............................................................................................................... 33 

4.2 Related Work ............................................................................................................. 35 

4.2.1 Error correction and text revision ....................................................................... 35 

4.2.2 Text revision with physical devices in VR ......................................................... 35 

4.2.3 Text revision with virtual keyboards in VR ....................................................... 36 

4.2.4 Summary ............................................................................................................ 38 

4.3 Design Space ............................................................................................................. 38 

4.3.1 Backspace granularity ........................................................................................ 39 

4.3.2 Caret control continuity ...................................................................................... 39 

4.3.3 Functionality of the design space ....................................................................... 41 

4.4 Text Revision Techniques ......................................................................................... 41 

4.4.1 CBs-DCc ............................................................................................................ 41 

4.4.2 CBs-CCc ............................................................................................................. 42 

4.4.3 WBs-DCc ........................................................................................................... 42 

4.4.4 WBs-CCc ........................................................................................................... 42 

4.4.5 Features of proposed techniques ........................................................................ 43 

4.5 Comparative Evaluation ............................................................................................ 43 

4.5.1 Participants ......................................................................................................... 43 

4.5.2 Apparatus ........................................................................................................... 44 

4.5.3 Corpus and revision targets ................................................................................ 44 



   

vi 

 

4.5.4 Design and procedure ......................................................................................... 45 

4.5.5 Results ................................................................................................................ 46 

4.6 Discussion .................................................................................................................. 50 

4.7 Conclusion ................................................................................................................. 51 

Chapter 5 FACILITATING VR TEXT ENTRY WITH DAILY-LIFE METAPHOR .... 53 

5.1 Introduction ............................................................................................................... 53 

5.2 Related Work ............................................................................................................. 55 

5.2.1 Hand, Head, and Eye-based Text Entry Techniques .......................................... 55 

5.2.2 Controller-based Text Entry Techniques ........................................................... 56 

5.2.3 Summary ............................................................................................................ 57 

5.3 Sewing-like Interaction .............................................................................................. 57 

5.3.1 Interaction Pattern .............................................................................................. 58 

5.3.2 Features .............................................................................................................. 58 

5.4 SewTyping and Empirical Evaluation ....................................................................... 59 

5.5.1 Participants and Apparatus ................................................................................. 60 

5.5.2 Task and Corpus ................................................................................................. 60 

5.5.3 Design and Procedure ......................................................................................... 60 

5.5.4 Results ................................................................................................................ 62 

5.5 Discussion .................................................................................................................. 65 

5.6 Conclusion ................................................................................................................. 67 

Chapter 6 GENERAL DISCUSSION .................................................................................... 68 

6.1 Replacement-based text revision ............................................................................... 68 

6.2 Design space exploration for VR text revision .......................................................... 69 

6.3 Sewing-like interaction and SewTyping .................................................................... 70 

Chapter 7 LIMITATION AND FUTURE WORK ............................................................... 72 

Chapter 8 CONCLUSION ...................................................................................................... 74 

Appendix 1 NASA-TLX .......................................................................................................... 75 

Appendix 2 7-POINT LIKERT-SCALE FOR SWAP ......................................................... 77 

Appendix 3 SYSTEM USABILITY SCALE (SUS) ............................................................. 78 

Appendix 4 5-POINT LIKERT-SCALE FOR SEWTYPING ............................................ 79 



   

vii 

 

BIBLIOGRAPHY .................................................................................................................... 80 

ACKNOWLEDGMENT .......................................................................................................... 88 

LIST OF ACHIEVEMENTS ................................................................................................... 90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   

viii 

 

 

 

 

TABLE OF FIGURES  

Figure 2.1 A feature phone with a 12-key keyboard. Arrow keys and the backspace key 

are put above the keyboard. ........................................................................................ 5 

Figure 2.2 A shrinked-size QWERTY keyboard on the feature phone. ............................ 5 

Figure 2.3 Mode switching between QWERTY keyboard and arrow keys on a smartphone 

virtual keyboard. ......................................................................................................... 6 

Figure 3.1 Operation sequences (shown with enclosed numbers) for different techniques 

when revising the sentence. Swap minimizes the use of backspace and caret by first 

entering the revised content and then using it to replace the target. ........................ 10 

Figure 3.2 The use of Dot Swap under three revision conditions. Participants first enter the 

content at the end of the sentence, then use that content to revise the target. .......... 16 

Figure 3.3 The experimental interfaces used for study 1. (a) 1st phase of the trial. (b) 2nd 

phase of the trial. ...................................................................................................... 18 

Figure 3.4 The schematic of using the improved Swap. The enclosed numbers refer to the 

operation steps. ......................................................................................................... 22 

Figure 3.5 The experiment interfaces for Study 2. (a) is the interface before the experiment. 

(b) is the interface for the experiment. The symbolized backspace key is on the left 

side of the “Enter” key. When participants enter the symbolized backspace, a red 

cross appears on the screen. ..................................................................................... 24 

Figure 3.6 Average pre-action time for different error types. .......................................... 26 

Figure 3.7 Average action time for different error types. ................................................ 27 

Figure 3.8 Average navigation time and input time for two text revision techniques. .... 27 

Figure 3.9 Average number of caret control operations for different error types. ........... 28 

Figure 3.10 Average caret control time for different error types. .................................... 29 

Figure 3.11 Average Likert Scale scores for each factor. ................................................ 30 

Figure 4.1 Different options for backspace granularity and caret control continuity. ..... 39 

Figure 4.2 Operation per character for targets far from or near the end of the sentence. 46 



   

ix 

 

Figure 4.3 Correction time for targets far from or near the end of the sentence. ............. 47 

Figure 4.4 Backspace frequency for targets far from or near the end of the sentence. .... 48 

Figure 4.5 Caret frequency for targets far from or near the end of the sentence. ............ 48 

Figure 4.6 Caret control time for targets far from or near the end of the sentence. ......... 49 

Figure 4.7 Backspace time for targets far from or near the end of the sentence. ............. 49 

Figure 5.1 Text entry with SewTyping. Characters can be selected with the handheld 

controller (with a virtual mallet on the top) successively by penetrating alternately on 

either the top or bottom side of virtual keys. E.g., to enter “ACT”, “A” and “T” are 

selected from the top side, while “C” is selected from the bottom side. .................. 54 

Figure 5.2 Two successive target selection methods: (a) up-and-down “pressing” and (b) 

sewing-like interaction. Sewing-like interaction leverages the penetrable feature in 

VR to achieve the successive target selection by penetrating targets as sewing with a 

needle on the fabric. ................................................................................................. 59 

Figure 5.3 A participant in the VR text entry task with handheld controllers and the virtual 

keyboard floating in the head-mounted display. In this picture, there was an angle of 

30 degrees between the virtual keyboard and the ground. ....................................... 62 

Figure 5.4 The average typing speed for three techniques in five sessions. Error bars 

represent the standard error. ..................................................................................... 63 

Figure 5.5 The average IKI for three techniques in five sessions. Error bars represent the 

standard error. ........................................................................................................... 64 

Figure 5.6 Participants’ feedback regarding six evaluation perspectives (1 for bad, 5 for 

good). Error bars represent the standard error. ......................................................... 65 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



   

x 

 

 

 

 

 

TABLE OF TABLES  

Table 3.1 Proportions for various types of errors inserted during the experiment ........... 18 

Table 4.1 Physical VR text input techniques and their design details ............................. 37 

Table 4.2 Virtual VR text input techniques and their design details ................................ 40 

Table 4.3 Number of different types of revision targets for every 30 sentences ............. 45 

  



   

1 

 

 

 

 

 

 

 

 

CHAPTER 1  

INTRODUCTION 

 

 

1.1. Background 
 

Since 1955, physical keyboards appeared officially with computers and allowed users to enter text 

with them. Till now, although various fast input methods such as voice input and pen-based input 

appear and provide users with various choices, typing with keyboards is still the mainstream and 

vital part when users interacting with computers in different forms. Nowadays, the increasing 

popularity of mobile devices (e.g., smartphones and tablets) and consumer-affordable VR devices 

not only brings requirements of the more satisfying interaction experience from users but also raises 

tons of challenges that designers need to solve.  

 

Compared with typing with physical keyboards and mice, typing with smartphones and VR systems 

is error-prone and time-consuming due to the lack of haptic feedback, limited target size, and/or 

users’ poor capacities when interacting with intangible interfaces. In this situation, the existed 

interaction design (inherited from physical keyboards) can only feed the basic need of text input 

without the requirement of efficiency and satisfaction. Moreover, through the literature review and 

the investigation of current commercial text input solutions, we found that most of the attempts try 

to enhance the typing speed and accuracy. Here the accuracy mainly focuses on errors that refer to 

typos and grammar issues. With smart-aid techniques based on Artificial Intelligence (AI) and other 

algorithms, it is easy to solve the errors mentioned above. However, when all typos and grammar 

issues are corrected, there still exists the need of revising text content because that the input text 

cannot express the proper meaning from the typist. For instance, when composing a business email 
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on smartphones or in a VR office software, one can ensure that all the text typo-free and grammar 

correct, but s/he found that s/he uses a word with a reversed meaning or makes an ambiguous 

statement. In this situation, based on the current tools (mainly with backspace and cursor control), 

revising the text will be unnecessarily complex, error-prone, and time-consuming when navigating 

the cursor and pressing the backspace key. 

 

One may argue that “AI can solve them all”. However, there exist two problems hard to avoid. First, 

with the technique so far, AI cannot accurately understand what users mean when they enter the text. 

Thus, AI may give some wrong operations, which cause more efforts to recover from it (e.g., auto-

completion). Second, when AI and algorithms finish the error correction and regard all text “ok” 

according to their perspectives, they may not provide help when users revise the text from the context 

level. In that case, there will be no more choices for users except backspace and cursor. 

 

1.2. Motivation and Objectives 
 

There are four points that motivate the studies in this dissertation. First, as far as we know from the 

literature, most researchers only focus on chasing for faster typing speed with less attention on text 

revision. Second, although some researchers attempt to improve the text error correction (typos and 

grammar issues correction) efficiency, most of them conduct their research without consideration of 

more general revision conditions. Third, there lacks the attempt to challenge or clarify the rationale 

and responsibilities of backspace and cursor in error correction and text revision in mobile devices 

and VR systems. Last but not least, with the increasing trend of VR systems, there exists a strong 

need to enhance users’ text input performance (both text entry and text revision) as the basement to 

build more effective and engaging experience in VR. 

 

Thus, the objects of this dissertation are: 

 

• To provide a thorough overview about the state-of-art of current text revision research (in both 

mobile devices and VR systems) 

• To propose a new text revision process and tools that can both simplify the interaction process 

and avoids the potential errors during the revision 

• To clarify and extend the design space of VR text revision 

• To propose an effective and fluid text entry technique to enhance the typing speed in VR 

applications 
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1.3. Dissertation Overview 
 

The details of this dissertation are organized as follows. Chapter 2 shows the holistic overview about 

the development of keyboards, mice, text error and error types, and error correction vs. text revision. 

Chapter 3 illustrates the challenges we found about text revision and proposes the new text revision 

paradigm (named Swap), related techniques, and validation process (through iterative design and a 

series of user studies). Chapter 4 focuses on investigating text revision in VR systems. The main 

work is to investigate the design space of VR text revision and proposed a series of techniques to 

improve user’s text revision performance in VR applications. Chapter 5 focuses on facilitating text 

entry efficiency and fluidity in VR applications by proposing SewTyping, a novel technique that 

combines the daily-life sewing metaphor with the penetrable feature of intangible displays. Chapter 

6 illustrates the in-depth discussions based on the finding of Chapter 3, 4, and 5. Chapter 7 lists the 

limitation of the current studies and the future work based on current research conditions. Finally, 

chapter 8 summarizes the work and highlights the contributions of this dissertation. 
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CHAPTER 2  

LITERATURE REVIEW 

 

 

This chapter first describes the history and the development of keyboards and text revision tools. 

Then, this chapter illustrates errors and error correction tools used during text input. Finally, we 

describe the differences between error correction and text revision and current solutions for text 

revision.  

 

2.1. Evolution of Keyboard 
 

People started to use machines to impress characters on paper since 1575 with scrittura tattile, the 

machine invented by Francesco Rampazzetto (Keyboard - History of the Modern Computer 

Keyboard, 2019). With the existence of the first commercially successful typewriter in 1873 

(Naskar, 2019), the keyboard with a QWERTY layout became mainstream and allowed users to 

transcribe text with it. On the keyboard, functions (e.g., shift and backspace), punctuations, and 

characters are designed as individual buttons and arranged in a rectangular layout.  

 

With the existence of personal computers, keyboards also serve as default input devices to receive 

users’ commands and transcription. The design (e.g., the definition of keys, and the way to transcribe 

and edit characters) of computer keyboards was inherited from the keyboards on typewriters. 

Interestingly, computer keyboards also inherited the QWERTY layout, which is previously designed 

to address the mechanical problems on typewriters. Based on this layout, computer keyboards also 

include arrow keys to control the caret among input text.  
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In the 1990s, feature phones became popular and wide-spread to users. Compared with the physical 

keyboard used in desktops and laptops, the interactive area of feature phones is not sufficient. Thus, 

designers first integrated characters and numbers into a 12-key physical keyboard and put arrow 

keys and backspace into a separate area (see Figure 2.1). 

 

 

Figure 2.1 A feature phone with a 12-key keyboard. Arrow keys and the backspace key are put 

above the keyboard. 

 

There were also designers who attempted to shrink the size of the physical QWERTY keyboard and 

transplant it to feature phones (see Figure 2.2) with essential adjustments. Although this keyboard 

kept the QWERTY layout, it limited the size of buttons and thus influence the typing speed (Arif, 

2015). 

 

 

Figure 2.2 A shrinked-size QWERTY keyboard on the feature phone. 

 

With the development of modern mobile operating systems (Android and iOS) and the popularity 

of touch screens, less space was left for keyboards in a physical form on smartphones and devices 

with larger screens (e.g., Microsoft Surface and iPad). Thus, virtual keyboards became dominant 

tools (as an alternative of physical keyboards) for text input. It is feasible to carry a physical 

keyboard to support users’ text input. However, it requires users to bring additional devices (with 
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the loss of mobility and the increased carry weight) with them. To avoid the extra workload of 

learning to type with a new keyboard, virtual keyboards inherited a similar design of physical 

keyboards with essential adaptive simplification such as cutting down arrow keys and using the 

multi-layer design with mode-switch mechanisms.  

 

With the similar layout, users can easily learn from their typing experience with physical keyboards 

(including the memory of key positions) and adapt it to new devices easily. However, there exist 

challenges when users typing with the virtual keyboard on touch screens. First, the limited size of 

keys and the finger occlusion make it difficult to press keys precisely. Second, compared with the 

mouse (with the scroll wheel and two physical buttons), controlling the caret with finger touch 

cannot provide satisfying accuracy and various functions directly. Third, although users can call out 

arrow keys to simulate similar functions, it requires extra time and steps to switch the layout between 

the QWERTY keyboard and arrow keys (see Figure 2.3).  

 

 

Figure 2.3 Mode switching between QWERTY keyboard and arrow keys on a smartphone 

virtual keyboard. 

  

In VR applications, the situation got worse than that on mobile devices when typing with virtual 

keyboards. A review about VR text input (Dube & Arif, 2019) revealed that typing with virtual 

keyboards cannot achieve satisfying typing performance as that with physical keyboards. There are 

two reasons for that. First, users need to use bare hands or handheld controllers to contact with keys 

without haptic feedback (the force resistance from the physical surface when pressing down keys) 

and few visual and audio feedback for confirming the key pressing during the text input, which both 

influence the typing fluidity and increase the possibility of mis-operation and typos. Second, for 

interaction with intangible interfaces, users have the poor capability of sensing the depth information 
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(Chan et al., 2010) of virtual objects, which leads to uncertainty, mis-operation during the 

interaction, and relatively low typing speed.  

 

2.2. Error and Error Correction  
 

It is inevitable to commit errors when users interacting with computers. In the context of text input. 

It is common to observe that users make typos when composing text with keyboards. According to 

the research (Gentner et al., 1983), all typos can be summarized as three main types: insertion, 

substitution, and omission. Insertion is the error where include one more letter in the input string 

(e.g., “helllo” to “hello”). Substitution is the error where one wrong character was entered to the 

position that the right character should be (e.g., “hrllo” to “hello”). Omission is the error where one 

character is missing (“helo” to “hello”). For errors with multiple characters redundant, mis-input, or 

missing, they can also be deconstructed to the three error types mentioned above. 

 

To correct errors during typing, error correction tools and mechanisms are essential and vital parts. 

Date back to the time of typewriter, erasers and ribbon are the main tools to correct typos with the 

assistance of backspace key, forward key, and the scroll roll (to move up or down the line). When 

the typist found the typo, they need to press the backspace key to make the typing position go back 

to the position where the mistaken character was. Then s/he uses the eraser to clean or the ribbon to 

cover the mistaken character. After the correction, the typist cannot continue typing until the typing 

position was moved to the end of the input string.  

 

On PC physical keyboards, the function of the backspace key was updated. When pressing the 

backspace key, two functions will be conducted at the same time: the caret will go backward with 

the distance of one letter with the letter after the caret is deleted. With arrow keys and mouse, users 

can navigate caret to the typo position, finish the correction, and move the caret back for further 

input. Furthermore, with a mouse, a series of characters can be selected by pressing and holding the 

button on the mouse, which increases the efficiency of error correction. 

 

For error correction with virtual keyboards on mobile devices and VR systems, it shares a similar 

operation as that with PC physical keyboards. However, users need to face a series of usability issues 

to correct typos (as mentioned in Chapter 2.2).  

 

Fortunately, based on the powerful corpus (Grammarly, 2019), algorithms (Levenshtein, 1966), and 

artificial intelligence methods, typos and grammar issues can be easily detected during the text input 

process and corrected automatically (e.g., auto-completion) or semi-automatically (e.g., technique 
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labels the typos, users choose the item in a prediction list to correct). With the techniques above, 

most typos and grammar issues could be addressed with limited attempts from users. 

 

2.3. Text Revision and Text Revision Tools 
 

Apart from correcting typos and grammar issues, there also exist conditions that need typists to 

revise. For instance, when composing an email on a smartphone, the user can make sure all text is 

typo-free and grammar correct with auto-correction techniques. However, s/he found that there are 

some words and sentences that cannot express the intended meaning. In that case, the user must 

revise them to make sure its expression accuracy.  

 

To finish the revision, backspace and caret are the only tools available. Usually, backspace is 

effective to finish the correction when the typo is just 3-5 characters away from the caret (Komninos 

et al., 2018). Beyond that, backspace would lose its effectiveness. Due to the difficulty of controlling 

the caret and the function limitation of backspace (backspace can only delete one character per 

pressing), text revision becomes time-consuming and error-prone on mobile devices and VR 

systems. Even worse, the repetitive use of backspace and imprecise control of caret may lead to 

cascade mistakes (e.g., multiple attempts to locate the caret) and unexpected time consumption (e.g., 

deleting the content unnecessarily with backspace). 
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CHAPTER 3  

SWAP-BASED TEXT REVISION TECHNIQUE ON MOBILE 

DEVICES 

 

 

This chapter illustrates the design and validation of the novel text revision technique on mobile 

devices. In detail, we present Swap, a novel replacement-based technique to facilitate text revision 

on mobile devices. We conducted two user studies to validate the feasibility and the effectiveness 

of Swap compared to traditional text revision techniques. Results showed that Swap reduced efforts 

in caret control and repetitive backspace pressing during the text revision process. Most participants 

preferred to use the replacement-based technique rather than backspace and caret. They also 

commented that the new technique is easy to learn, and it makes text revision rapid and intuitive. 

 

3.1 Introduction 
 

Text revision is a ubiquitous and vital process for text-related tasks such as email composition and 

instant messaging on mobile devices. Typo-free contents contribute in both formal and informal 

scenarios to help the reader convey information accurately. Currently, virtual keyboard interfaces 

offer backspace and caret control tools for erasing characters and navigating the caret. With the help 

of automatic techniques (e.g., spell checker (Alharbi et al., 2019; Android, 2017) and input guidance 

(Hagiya et al., 2016)) and writing assistant software (e.g., Grammarly (Grammarly, 2019)), users 

can also avoid, detect, and/or correct typos and grammar mistakes. 
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Despite many existing techniques, users still face significant usability issues when revising text on 

mobile devices. First, navigating the caret with the finger is error-prone and time-consuming, due to 

finger occlusion (Siek et al., 2005) and small target size (Brewster, 2002; Colle & Hiszem, 2004). 

Second, auto-correction sometimes introduces confusing, embarrassing, and hard-to-observe errors 

(Alharbi et al., 2019; Arbesman, 2017; Arif & Stuerzlinger, 2013; Microsoft, 2019), that diminish 

the benefits of those techniques and introduce extra revision workload to users (Buschek et al., 

2018). Third, the character-level backspace makes the revision process time-consuming and error-

prone when the revision contains multiple characters and/or happens in the middle of an input string 

(Arif & Stuerzlinger, 2010). Except for the backspace and caret, there lack efficient tools (and 

methods) when revising the sentence itself (e.g., modifying the meaning of the sentence by inserting, 

deleting, or substituting word(s)). 

 

 

Figure 3.1 Operation sequences (shown with enclosed numbers) for different techniques when 

revising the sentence. Swap minimizes the use of backspace and caret by first entering the 

revised content and then using it to replace the target. 
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We present Swap, a novel technique that is designed to facilitate text revision on mobile devices by 

using a unified replacement-based process to address various text revision tasks (e.g., 

substituting/deleting/inserting a word). Instead of using backspace and caret repetitively, Swap 

allows users to do the revision by first entering the correct content, and then using it to replace the 

target (see Figure 3.1). Swap 1) reduces the time consumption and the workload when using the 

backspace, and 2) avoids moving the caret in order to ensure the quick recovery from revision to the 

regular text entry process. With Swap, users can focus on the revision itself rather than spending 

time on auxiliary steps. 

 

This part of the work is organized as follows. First, we conducted a workshop to investigate the pain 

points of the current text revision interaction on mobile devices. After that, we illustrate the design 

of Swap. Then, we make the first implementation (Dot Swap) to validate the feasibility of Swap 

with a user study. Based on that study, we further improve the design, propose an iterative 

implementation (improved Swap), and evaluated its effectiveness through a user study compared 

with the conventional backspace and caret. Finally, we discuss Swap technique insights and future 

work. 

 

3.2 Related Work 
 

In this section, we first review previous research on text error correction, including the tool 

(backspace and caret) improvement, and current solutions (techniques, algorithms, and commercial 

products) for enhancing users’ error correction performance. Then, we make a summary based on 

the review to reveal the gap between error correction and text revision. 

 

3.2.1 Text Revision Procedure on Mobile Devices 
 

Generally, the design of text revision on current mobile devices obeys the Object-Action model 

(Card et al., 1983; Norman, 1995): First, users need to navigate the caret to the target position, and 

then finish the revision with repetitive backspace pressings (and extra caret control). As text revision 

often happens during a text entry process, users usually have to relocate the caret for other operations 

(another text revision or the following text entry). As a result, we summarize the current text revision 

procedure as “navigate the caret, revise the target, and navigate the caret”. 
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3.2.2 Improvement of the Backspace 
 

The conventional backspace serves users with the character-level function of both deleting a 

character and moving the caret backward (Wikipedia, 2019). Researchers attempt to use hotkeys 

(Raymond, 2007) and touch pressure (Ali, 2017) to extend deletion granularity of the backspace and 

decrease repetitive use of the backspace. 

 

Gestures are often used to facilitate error correction in both research (Fuccella et al., 2013) and the 

industry field (Fleksy, 2019). Smart-restorable backspace (Arif et al., 2016) allows users to quickly 

delete and store the text after the typo position by swiping left on the backspace key. A similar 

solution also occurs in (Alharbi et al., 2019). Instead of only having one backspace key on the 

keyboard, Arif et al. (Arif et al., 2014) removed the backspace key and integrate its function into the 

whole keyboard. Users can swipe left on any key on the keyboard to trigger the deletion. 

 

3.2.3 Caret Control Enhancement 
 

Caret control on mobile devices has been well investigated by researchers. Caret is an indicator for 

both mobile devices and users to remind them where interactions may happen. The trackpad mode 

on a virtual keyboard  (idownloadblog, 2018), magnifier (Google, 2018a) widget, and selection 

handle (Google, 2018b) can help users navigate the caret with flexibility and precision. iOS 13 

(Apple, 2019) uses the mouse to navigate the caret on tablets. However, those tools introduce extra 

interaction steps, cognitive load, and the possibility of increased errors. 

 

Users can navigate the caret in both direct and indirect ways. Widgets such as virtual sticks (Scheibel 

et al., 2013) and arrow keys (Google, 2019; Microsoft, 2019) are integrated into virtual keyboards 

to simulate the caret control on physical keyboards. By holding one key on the keyboard, Ando et 

al. leveraged the device tilt (Ando et al., 2018) and slide gesture (Ando et al., 2019) to complete the 

caret control, target selection, and a particular command (e.g., copy) at the same time. Eady et al. 

(Eady & Girouard, 2015) built a deformable interface and proposed a bend gesture on the corner of 

the device to control the caret. Sindhwani et al. (Sindhwani et al., 2019) used a matching algorithm 

to highlight potential correction position(s) based on users’ input. Then, eye movement was used to 

identify the intended correction position. Instead of moving the caret, Suzuki et al. (Suzuki et al., 

2015) attempted to move the caret by moving the background text. 
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3.2.4 Error Correction 
 

Algorithms and AI-based methods (e.g., natural language processing) are widely used in current 

typing applications: 1) to detect typos and grammar mistakes and 2) to prevent those issues from 

appearing in the final text (Arnold et al., 2016). Arif et al. (Arif et al., 2016) used Levenshtein 

distance (Levenshtein, 1966) to calculate the nearest position for their smart error correction 

technique. Retype (Sindhwani et al., 2019) used a simple string matching method to filter the 

potential correction positions by entering a few characters. Variants of visual feedback were used to 

inform users of detected problems. Maxie Keyboard (Komninos et al., 2015) and Wisetype (Alharbi 

et al., 2019) used colored shades to highlight typos. Grammarly (Grammarly, 2019) used underlines 

to remind users of detected errors. Users can do a quick correction by tapping on the error and select 

a required option provided by the system. Additionally, applications such as Microsoft Word and 

Gmail also provide auto-correction functions. These systems automatically correct typos as the users 

tap the space key after entering a word. 

 

3.2.5 Summary 
 

To date, extensive research mentioned above were focused on addressing typos and grammar 

mistakes. Most of those errors can be solved (semi-)automatically with corpora, machine learning, 

and auto-correction techniques. However, it may be noted that typos and grammar mistakes are not 

the only targets for text revision. Except for backspace and caret, there lack efficient tools to deal 

with conditions such as revising words with unintended meaning, or changing unintended and/or 

confusing words inserted by incorrect auto-correction (Arif et al., 2016). Furthermore, through 

relevant literature, we found that most research was focused on only one part (e.g., caret control) of 

the text revision procedure rather than questioning the text revision procedure itself as well as the 

rationality of the current procedure and tools used in mobile devices. 

 

3.3 Pre-Study: How Do Users Do Text Revision 
 

Before designing the new text revision technique, we conducted a workshop to investigate strategies 

of using the backspace and caret in daily text revision scenarios and to explore the challenges when 

revising text content on mobile devices. The workshop involved 20 participants (age ranged from 

24 to 32, 10 females), all of whom have used smartphones for over six years. All participants used 

instant messaging applications (e.g., Line and WhatsApp) every day. Eight of them compose emails 

daily on their smartphones. We designed several text revision scenarios (e.g., changing a word in 

the middle of a sentence when composing an email) and asked them to simulate them on their 
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smartphones. After that, we organized a free discussion with participants to collect their feedback 

on the use of backspace and caret with a view of improving our design. 

 

Most (18 of 20) participants preferred to use two thumbs for typing on the virtual keyboard. All 

participants used the backspace (only) for quick revisions if there were only a few characters away 

from the caret. When editing was required in the middle of the sentence, three participants tended to 

use backspace only, while the others navigated the caret, executed the correction, and then navigated 

the caret again to other positions for further actions. When navigating the caret, ten participants used 

assistive techniques (e.g., selection handles and the magnifier). All participants reported that it is 

difficult to navigate the caret with their fingers due to the occlusion. 

 

In the free discussion session, most participants regarded the text revision process as “using the 

proper content to replace the improper one”. They commented that it was simple but cumbersome 

to perform that on mobile devices. They felt it “simple” because they had used backspace and caret 

for years. Participants subconsciously turned the intention to revise into a sequence of steps. They 

felt the process “cumbersome” because of the limitations of backspace and caret. Participants must 

spend time on extra but essential steps (e.g., caret control and consecutive deletion) to revise the 

text. All participants commented that frequent caret control interrupted their typing flow. They must 

stop typing, move their fingers out of the virtual keyboard to navigate the caret, finish the correction, 

and restart typing after that (with navigating the caret once more). This situation became worse if 

participants have multiple words to correct. 

 

3.4 The Design of Swap 
 

Based on the pre-study, we regarded “replacement” as the core design principle to simplify the 

mobile text revision process. There are two ways to implement the replacement process. One is “type 

and then select”, while the other is “select and then type”. We chose the first one to enable 

participants to enter revision content quickly without the obvious interruption caused by the selection 

process. 

 

“Replacement” can happen not only between words (e.g., replace “John” with “Sam” in “John will 

come and visit Bob”) but also between functions and words (e.g., deleting “almost” by using a 

symbol (representing the delete function) to replace “almost” in “I am almost ready to go there”). 

 

In the current situation, it is difficult to realize “replacement” in an intuitive way. There are two 

reasons: 1) with current backspace and the caret control method, there lacks a unified procedure to 
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deal with different revision conditions (e.g., inserting/deleting/substituting a word); 2) the current 

backspace function cannot appear on the touch screen as a regular character. Thus, we design the 

replacement-based text revision process and symbolize the backspace as a character to make it 

visible on the screen. 

 

3.4.1 Interaction Logic 
 

Swap changes the revision into two steps: Content Preparation and Replacement Execution. With 

them, Swap unifies various revision procedures into one: enter the content and then replace the target 

with it. 

 

Content Preparation: The first step of revision is to enter the content for the following replacement. 

The content includes characters and the symbolized backspace. For instance, if participants want to: 

1) insert “mobile” between “in” and “text” or 2) change “tools” to “methods” in “… text revision 

tools show vital importance in text entry tasks.”, they can enter the text (“mobile” and “methods”) 

at the end of the sentence. If the goal is to remove the first “text”, participants can enter a symbolized 

backspace (this will be elaborated later in the following part) representing the command of deleting 

“text”. 

 

Replacement Execution: After the content preparation, the following step is to use the entered content 

to finish the revision. Specifically, participants can navigate the content and finish the replacement 

by tapping the target. After the replacement, the caret remains at the end of the input string and ready 

for further input actions. When revising “… text edition tools show importance in mobile text entry 

tasks…”, participants can: 1) replace “edition” with “revision”; 2) replace the space between “show” 

and “importance” with “vital”; and 3) use a symbolized backspace to replace “mobile”. 

 

3.4.2 Symbolized Backspace 
 

Compared with the conventional backspace, we visualize the function of deletion on the screen with 

the symbolized backspace. The symbolized backspace represents the function of “deleting multiple 

characters”. When participants want to delete one word, they can enter a symbolized backspace, and 

then use it to replace the word. It may be noted that the symbolized backspace will disappear after 

the replacement and it will not appear in the final text. 
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3.5 Dot Swap 
 

Two issues are needed to solve before implementation. First, we need a suitable symbol to represent 

the function of “deleting multiple characters”. Second, we need an approach that helps identify 

different revision intentions (e.g., inserting or deleting a word) during the revision process. It should 

also be noted that, when entering the symbol, it should not bring much extra cost to participants 

(e.g., mode switch, visual search). We addressed those issues by redesigning the use of the dot (“.”) 

because it is the common symbol directly shown on the default virtual keyboard. To 1) validate the 

feasibility of the new text revision process and the symbolized backspace and 2) improve the design 

of Swap, we implemented Dot Swap and evaluated it with a user study. 

 

Dot Swap used a dot as both the symbolized backspace and the identifier. As shown in Figure 3.2, 

when participants observed the target for revision, they would first enter the content at the end of 

the sentence. If participants entered only one dot, this dot would be regarded as the symbolized 

backspace. If the entered content didn’t contain any dot at the beginning, it can be used to substitute 

the target word. Content marked with two dots as a prefix meant that the content will be inserted 

into the sentence. After entering, participants tapped the intended target (when inserting a word, Dot 

Swap calculated the nearest space to the touch point) to finish the revision. 

 

 

Figure 3.2 The use of Dot Swap under three revision conditions. Participants first enter the 

content at the end of the sentence, then use that content to revise the target. 
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3.6 Study 1 – Feasibility Evaluation of Dot Swap 
 

We conducted a user study to 1) examine the feasibility of the replacement-based process for text 

revision and 2) compare the text revision efficiency of Dot Swap with the conventional backspace 

& caret and magnifier.  

 

3.6.1 Apparatus 
 

A custom application was designed to implement the text revision techniques with Android P (SDK 

version 28) in Java on a Huawei P20 smartphone (5.8 inches, 2244 × 1080 pixel, 149.1 × 70.8 × 

7.65mm). The smartphone also recorded participants’ key pressing and caret control events during 

the experiment. We disabled assistive functions such as auto-correction and auto-completion. 

 

3.6.2 Participants 
 

We recruited nine participants (average age 24.67, SE = 1.15, three females) for this study. One 

participant is left-handed. All participants had experience over three years of using mobile devices 

and preferred to use two thumbs when typing on the touch screen. 

 

3.6.3 Procedure and Task 
 

The study used a within-subjects design to compare text revision performance of conventional 

backspace & caret (as the baseline), magnifier (Google, 2018a) (when participants move the caret, 

a virtual lens appears and follows the finger position with the content below the fingertip), and Dot 

Swap. We used the memorable test set from the Enron Mobile Email Dataset (Vertanen & 

Kristensson, 2011). 

 

We set two phases for each trial to simulate the revision behavior during the text entry process (e.g., 

sending short messages). In the first phase, part of the target sentence appeared on the screen (see 

Figure 3.3a). Participants were requested to read and enter the sentence part as fast and accurate as 

possible. Error correction in the first phase was mandatory. Then, participants pressed the “enter” 

key on the keyboard to trigger the second phase. 
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Figure 3.3 The experimental interfaces used for study 1. (a) 1st phase of the trial. (b) 2nd phase 

of the trial. 

 

In the second phase, the system showed the rest part of the target sentence (see Figure 3b). As 

instructed in (Arif et al., 2016), we injected an error randomly in the front, middle, or end of the 

participant’s transcription (in real-life scenarios, text revision usually happens unexpectedly during 

typing). Participants were requested to correct the error and finish the transcription as fast and 

accurate as possible. After that, participants submitted the input by pressing the enter button (and 

then started a new trial). The injected error had two main types: character-level and word-level. Each 

included the following subtypes: insertion, substitution, and omission. The distribution of each type 

of error is shown in Table 3.1 (distribution of character-level errors followed the statistical results 

from (Dhakal et al., 2018)). 

 

Table 3.1 Proportions for various types of errors inserted during the experiment 

 

 Character-level  Word-level 

Insertion 21% 33% 

Substitution 53% 33% 

Omission 26% 33% 

 

We counterbalanced the order of the techniques across participants using the Latin Square. For 

investigating the potential learning effect, three blocks of trials were completed by each participant 

over three consecutive days (with an approximate time gap of more than 24 hours). Every day, 

participants needed to finish one block of trials for each technique (3 blocks a day). Each block 

consisted of 24 target sentences randomly chosen from the corpus. 

 

Participants practiced sufficiently with all techniques. During the study, participants were seated in 

front of the desk in comfortable postures. All participants used two hands to hold the smartphone 
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and typed on the virtual keyboard. Participants got 5-minute rest between blocks. As the result, the 

total number of trials was: 

 

9 participants × 3 techniques (conventional backspace & caret, magnifier, Dot Swap) × 24 sentences 

× 1 block/day × 3 days = 1944. 

 

3.6.4 IVs and DVs 
 

The independent variables in this study were technique and error type (character-level, word-level). 

We evaluated text revision performance with the following dependent variables: 1) correction time 

(duration between the first action and the final action when revising the target), 2) number of caret 

control operations (for Dot Swap, content navigation was regarded as the caret control operation), 

3) caret control time (duration of the finger navigating the caret or the content), 4) number of 

backspace keystrokes, and 5) backspace time (duration between the previous keystroke and the 

backspace keystroke). For Dot Swap, the behavior of navigating the content for replacement was 

also calculated as the number of caret control operations and caret control time. 

 

3.6.5 Results 
 

We did the log-transformation operation and validated the data normality of correction time, caret 

control time, and backspace time. Further, we performed the repeated measures ANOVA on those 

DVs (α = 0.05, post-hoc tests with Bonferroni correction). For the number of caret control operations 

and the number of backspace keystrokes, data did not satisfy the normality, thus we performed the 

Friedman test and Wilcoxon Signed-Rank test. 

 

The average correction time for conventional backspace & caret, magnifier, and Dot Swap (same 

order hereinafter) were 7158.28ms (SE = 323.45), 7068.61ms (SE = 313.38), and 6440.65ms (SE = 

381.81), respectively. An ANOVA showed a significant effect of technique (F2,16 = 8.21, p<.001, 

ηp
2 = 0.03), error type (F1,8 = 81.63, p<.001, ηp

2 = 0.21) and technique × error type (F2,16 = 5.18, 

p<.01,ηp
2 = 0.02) on the average correction time. Post-hoc analysis revealed that Dot Swap showed 

a significant difference (p<.01) from the other two techniques. 

 

For the average number of caret control operations, participants navigated the caret most times with 

the conventional backspace & caret (2.62, SE = 0.12), then with the magnifier (2.27, SE = 0.08). Dot 

Swap navigated the caret with the least number (1.29, SE = 0.05). The Friedman test showed a larger 
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effect of technique (χ2(2) = 536.05, p<.001) for the number of caret control operations. A post-hoc 

test using the Wilcoxon Signed-rank tests with Bonferroni correction showed significant differences 

between the three techniques (p<.001). 

 

The average caret control time for three techniques were 1813.29ms (SE = 103.72), 1754.12ms (SE 

= 122.8), and 1100.08ms (SE = 86.16), respectively. An ANOVA showed a significant effect of 

technique (F2,16 = 186.72, p<.001, ηp
2 = 0.37) and error type (F1,8 = 15.88, p<.001, ηp

2 = 0.05) on 

the average caret control time. Post-hoc analysis revealed that Dot Swap showed a significant 

difference (p<.001) from the other two techniques. The interaction effect of technique× error type 

(F2,16 = 2.84, p = 0.06,ηp
2 = 0.01) was not significant. 

 

For the average number of backspace keystrokes, the conventional backspace & caret used the most 

4.19 (SE = 0.17), then the magnifier 4.02 (SE = 0.17). Dot Swap used the least number of backspace 

keystrokes 2.44 (SE = 0.66) during the revision. The Friedman test showed a larger effect of 

technique (χ2(2) = 190.14, p<.001) for the number of backspace keystrokes. A post-hoc test using 

the Wilcoxon Signed-rank tests with Bonferroni correction showed significant differences between 

the three techniques (p<.01). 

 

The average backspace time for three techniques were 542.60ms (SE = 38.59), 773.11ms (SE = 

76.1), and 692.82ms (SE = 163.8), respectively. An ANOVA showed a significant effect of 

technique (F2,16 = 9.67, p<.001, ηp
2 = 0.03), error type (F1,8 = 84.7, p<.001, ηp

2 = 0.21) and 

technique × error type (F2,16 = 51.05, p<.001, ηp
2 = 0.14) on the average backspace time. Post-hoc 

analysis revealed that Dot Swap showed a significant difference (p<.001) from the other two 

techniques. 

 

3.6.6 Discussion 
 

Based on the results, Magnifier can help participants to decrease the effort when using backspace 

and caret. However, it mainly focused on improving the controllability of the caret instead of 

changing the text revision procedure. When revising character-level errors, all participants 

commented that instead of navigating the caret, they preferred to enter the whole word. 

 

Though Dot Swap showed an overall reduction in the average correction time, it didn’t achieve the 

improvement we expected. There were three reasons for that. First, participants needed time to 

memorize and adapt to the rules of using Dot Swap. Therefore, more cognitive effort was taken to 
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decide the correction strategy and following procedures during revisions. Three participants 

commented that sometimes there were confusions when entering the dot as the dot was often 

regarded as the ‘period’ symbol indicating the end of a sentence. Second, the text in the text area 

was small. Thus, due to the finger occlusion, it was difficult to navigate the content for correction 

towards small targets (1 or 2 characters) with their fingertips. Third, when participants made an 

unintended correction (to the wrong place) or the intended correction was misspelled, extra time and 

steps were required to recover from the compounded mistakes. This can lead to cascading errors. 

 

3.7 Improved Swap 
 

Based on results and concerns revealed in study 1, we made the following improvements in the 

iterative technique (named improved Swap). 

 

First, we used a text buffer (Microsoft, 2018) to remove the ambiguity caused by the identifier in 

the Dot Swap and make the entered content available for revision. The text buffer is the widget 

holding the pronunciation spellings in Chinese text entry methods (Microsoft, 2018). The content 

just entered first goes to the text buffer (see Figure 4). One can either press the “enter” button to 

make the content appear at the end of the input string or use it for revision. Meanwhile, the text 

buffer will be emptied for further input. During the implementation, we set the text buffer size as 

150 characters to satisfy most of the conditions (on average 70-100 characters for one sentence 

(Cutts, 2013)). 

 

Second, we designed an expanded layout to make all words and spaces visible and easy to select. In 

detail, after entering the content for revision, participants can tap the input string to trigger an 

expanded layout (see Figure 3.4). In the expanded layout, we turned words and spaces near the tap 

position into buttons. One can press the corresponding button to finish the replacement with the 

content in the text buffer. After that, the expanded layout disappeared with the caret remained at the 

end of the input string and the text buffer emptied. If participants triggered the expanded layout in 

the wrong place, they can press the “CANCEL” button (see Figure 3.4) to revoke the expanded 

layout. If there was no content in the text buffer when tapping the input string, the expanded layout 

would not be triggered. 

 

Last, we integrated the symbolized backspace on the virtual keyboard as a button. When participants 

pressed the symbolized backspace, an emoji (a red cross, see Figure 3.5b) appeared at the end of the 

text. 
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In summary, when using improved Swap, participants first entered the content at the end of the text, 

tapped the target position to trigger the expanded layout, and then pressed the target button in the 

expanded layout to finish the revision (replacement). 

 

 

Figure 3.4 The schematic of using the improved Swap. The enclosed numbers refer to the 

operation steps. 

 

3.8 Study 2 - Comparative User Study 
 

We conducted a user study to examine the performance of improved Swap and compared its text 

revision efficiency with the conventional backspace & caret. In this study, participants were 

requested to revise paragraphs, which contained multiple words to correct. In addition to the number 

and time consumption when using the backspace and navigating the caret, we also explored 

participants’ entry speed with different text revision techniques. Furthermore, we collected 

participants’ feedback and preferences regarding those techniques. 

 

3.8.1 Apparatus 
 

We used the same apparatus in Study 1 (with a custom application for the paragraph revision task). 

Similarly, we also disabled auto-correction and auto-completion. 

 

3.8.2 Participants 
 

Eighteen participants (eight females, age ranged from 21 to 32 years, average 26.33, SE = 0.9, one 

left-handed) participated in the study. Before the experiment, we asked all participants to do simple 

typing speed tests on their smartphones (https://10fastfingers.com/). The average typing speed was 
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23.94 WPM (SE = 1.79). No participants had physical problems with their hands or eyes. All 

participants had at least 3 years of experience in using mobile devices. None of the participants was 

a native English speaker. And, none of them knew the replacement-based text revision techniques 

before. Each participant received a voucher equivalent to $10 as compensation. 

 

3.8.3 Procedure and Task 
 

To further validate the capacity of the replacement-based text revision process in case of heavy 

revision conditions, we used a paragraph revision task in this study. For each technique, participants 

were given six paragraphs (with eight revision targets in each paragraph) to revise. All paragraphs 

were selected from Wikipedia. The error types and their distribution are shown in Table 3.1. 

 

The study lasted about 70 minutes for each participant. Participants first signed the informed consent 

form. Then we demonstrated two techniques to participants and asked them to adjust themselves 

into a comfortable sitting position in front of the desk. Then, participants can get sufficient practice 

to ensure that they were familiar with the techniques. After that, participants were requested to revise 

each paragraph with the assigned technique as fast and accurate as possible with two thumbs. 

 

When revising the paragraph, we provided the corresponding printout with all revision targets 

marked on it to the participant, because 1) it is difficult for them to detect word-level errors (e.g., a 

word without typos but fails to express the participants’ intention) and 2) we mainly focus on 

investigating the revision efficiency of different techniques, not the participants’ text comprehension 

ability. With marked targets on the printout, participants could reduce the effort of observing targets 

during text revision. 

 

The experiment began when the participant pressed the “START” button (see Figure 3.5a). Then the 

paragraph (with revision targets) appeared on the touch screen (see Figure 3.5b). We requested 

participants to revise all targets. For each target, when the participant observed it and prepared to 

revise, s/he needed to press the “READY TO REVISE” button and then start the revision. When all 

targets were corrected, s/he pressed the “FINISH” button to finish the revision of the given 

paragraph. No help was provided by the experimenter during the experiment. 

 

Participants could get enough rest between paragraphs. After revising all paragraphs, we asked 

participants to fill in the NASA-TLX (see Appendix 1) and a 7-point Likert Scale questionnaire (1 

for the less, 7 for the most, the lower, the better, see Appendix 2) for subjective evaluations on 

factors including complexity, fatigue, difficulty, and the dislike for the two techniques. 
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We used the within-subjects design in this study. The order of the paragraphs and the techniques for 

each participant was totally randomized. The total number of revisions in this study was: 

 

18 participants × 2 techniques (conventional backspace & caret, improved Swap) × 6 paragraphs × 

8 revision targets per paragraph = 1728. 

 

 

Figure 3.5 The experiment interfaces for Study 2. (a) is the interface before the experiment. (b) 

is the interface for the experiment. The symbolized backspace key is on the left side of the 

“Enter” key. When participants enter the symbolized backspace, a red cross appears on the 

screen. 

 

3.8.4 IVs and DVs 
 

The independent variables in this study were technique (conventional backspace & caret, improved 

Swap) and error type. Error type included character-level (“C”) and word-level (“W”). Each had 

three subtypes: insertion (“i”), substitution (“s”), and omission (“o”). 

 

Except for calculating the number of caret control operations, caret control time, number of 

backspace keystrokes, and backspace time as in Study 1, we also calculated the following metrics: 
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1) Keystroke per minute: the number of keystrokes during the revision process divided by the input 

time. 

 

2) Pre-action time: the time taken to detect the revision target and plan the sequence of actions. It is 

calculated as the time from the moment that the previous target is revised to the moment the 

“READY TO REVISE” button is pressed. 

 

3) Action time: the time taken to do the actual revision (after pressing the “READY TO REVISE” 

button). It is the duration between the first and the last action required for the actual revision of the 

target. 

 

4) Navigation time: for improved Swap, it is the total time taken to trigger the expanded layout, press 

the corresponding button for replacement, and press the “CANCEL” button if the participant mis-

triggered the layout; for conventional backspace & caret, it is calculated as the total time taken to 

control the caret. 

 

5) Input time: the time taken to enter characters (including the symbolized backspace). 

 

3.8.5 Results 
 

Sixty-seven (3.88%, sixty-four outliers and three missing data) revision data was removed before 

the quantitative analysis. We did the log-transformation operation and validated the data normality 

for DVs in Study 2. Further, we performed the repeated measures ANOVA (α = 0.05, post-hoc tests 

with Bonferroni correction). For the number of caret control operations and the number of backspace 

keystrokes, data did not satisfy the normality, thus we performed the Wilcoxon Signed-Rank test 

(also for the subjective evaluation) and Friedman test. 

 

Keystroke per Minute. For each correction, the average keystroke per minute for conventional 

backspace & caret and improved Swap were 87.43 (SE = 1.39) and 124.55 (SE = 2.91), respectively. 

An ANOVA identified a significant effect of technique (F1,17 = 116.07, p<.001, ηp
2 = 0.55), error 

type (F5,85 = 6.79, p<.001, ηp
2 = 0.07), and their interaction (F5,85 = 76.15, p<.001, ηp

2 = 0.44) on 

average keystroke per minute. 

 

Time Consumption During Correction. For each correction, the average pre-action time for 

conventional backspace & caret and improved Swap were 3616.31 (SE = 125.77) and 3041.51 (SE 
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= 154.66) ms, respectively. An ANOVA identified a significant effect of technique (F1,17 = 18.16, 

p<.001, ηp
2 = 0.16) on the average pre-action time. The effect of error type (F5,85 = 2.08, p = 0.07, 

ηp
2 = 0.02) and technique × error type (F5,85 = 1.17, p = 0.32, ηp

2 = 0.01) was not significant. 

Figure 3.6 illustrates the details. 

 

 

Figure 3.6 Average pre-action time for different error types. 

 

For each correction, the average action time for conventional backspace & caret and improved Swap 

were 7419.79 (SE = 143.4) and 6342.55 (SE = 145.99) ms, respectively. An ANOVA identified a 

significant effect of technique (F1,17 = 27.53, p<.001, ηp
2 = 0.22), error type (F5,85 = 24.44, p<.001, 

ηp
2 = 0.2) and their interaction (F5,85 = 21.47, p<.001, ηp

2 = 0.18) on the average action time. 

Pairwise comparison revealed that all three word-level errors were different from each other (all 

p<.001). There was no significant difference among three character-level errors. Ws also showed 

significant differences from all other error types (all p<.001). See Figure 3.7 for details. 
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Figure 3.7 Average action time for different error types. 

 

For each correction, the average navigation time and input time for conventional backspace & caret 

and improved Swap are shown in Figure 3.8. No significant effect of technique was found on average 

navigation time (F1,17 = 2.21, p = 0.14, ηp
2 = 0.02). An ANOVA found a significant effect for error 

type on average navigation time (F5,85 = 8.13, p<.001, ηp
2 = 0.08). For average input time, an 

ANOVA identified a significant effect of technique (F1,17 = 125.63, p<.001, ηp
2 = 0.57), error type 

(F5,85 = 43.4, p<.001, ηp
2 = 0.31) and their interaction (F5,85 = 37.64, p<.001, ηp

2 = 0.28) on the 

average input time. Correcting the Ws targets with conventional backspace & caret took the longest 

average input time (M = 6677.75ms, SE = 196.5), and while correcting the Wi targets, the improved 

Swap took the shortest average input time (M = 1289.4ms, SE = 83.27). 

 

 

Figure 3.8 Average navigation time and input time for two text revision techniques. 

 

Caret Control. For each correction, the average number of caret control operations for conventional 

backspace & caret and improved Swap were 2.61 (SE = 0.1) and 1.04 (SE = 0.01). Figure 3.9 shows 
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the average number of caret control operations per correction for each error type. The Wilcoxon 

Signed-rank test showed a significant effect among techniques (W = 16, Z = -18.65, p<.001, r = 

0.46). The Friedman test showed a significant effect among error types (χ2(5) = 34.01, p<.001) for 

the number of caret control operations. A post-hoc test using the Wilcoxon Signed-rank tests with 

Bonferroni correction showed significant differences between Ci and Cs, Co and Cs, and Cs and Ws 

(p<.001). 

 

 

Figure 3.9 Average number of caret control operations for different error types. 

 

For each correction, the average caret control time for conventional backspace & caret and improved 

Swap were 3297 (SE = 102.09) and 2345.62 (SE = 75.66) ms. Figure 3.10 shows average caret 

control time when correcting different types of errors. An ANOVA identified a significant effect of 

technique (F1,17 = 56.49, p<.001, ηp
2 = 0.37) and error type (F5,85 = 6.21, p<.001, ηp

2 = 0.06) on 

the average caret control time. However, the interaction effect was not significant (F5,85 = 1.65, p = 

0.15, ηp
2 = 0.02). Pairwise comparisons identified the significant difference between Co and Ci 

(p<.05), Wi (p<.05), Wo (p<.001), and Ws (p<.01). 
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Figure 3.10 Average caret control time for different error types. 

 

The Use of Backspace. For each correction, the average number of backspace keystrokes for 

conventional backspace & caret and improved Swap were 3.24 (SE = 0.08) and 0.08 (SE = 0.02) 

respectively. The Wilcoxon Signed-rank test showed a significant effect among techniques (W = 17, 

Z = -21.75, p<.001, r = 0.54). The Friedman test showed a significant effect among error types (χ2(5) 

= 445.46, p<.001) for the number of backspace keystrokes. A post-hoc test using the Wilcoxon 

Signed-rank tests with Bonferroni correction showed significant differences between all error type 

pairs (p<.01).  

 

The average backspace time for each correction with conventional backspace & caret and improved 

Swap were 1993.17 (SE = 41.73) and 76.83 (SE = 16.75) ms respectively. It indicated that 

participants used fewer backspace keystrokes when entering the content at the end of the paragraph. 

Pairwise comparison identified a significant difference among word-level errors (all p<.001). 

 

Subjective Evaluations. For the weighted NASA-TLX rating scores (the lower, the better), 

improved Swap (M = 45.3, SE = 2.7) scored lower than the conventional backspace & caret (M = 

53.37, SE = 3.84). However, a Wilcoxon Signed-Rank test did not find the significant difference 

between two techniques (W = 6, Z = 6, p = .05, r = 0.33). For all factors measured in the Likert Scale 

(see Figure 3.11), improved Swap got lower scores than conventional backspace & caret. A 

Wilcoxon Signed-Rank test revealed that, for improved Swap, the score for fatigue (W = 2, Z = -

2.99, p <.01, r = 0.5), difficulty (W = 1, Z = -3.22, p<.01, r = 0.54), and dislike (W = 1, Z = -3.03, 

p<.01, r = 0.51) was significantly lower than conventional backspace & caret. 
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Figure 3.11 Average Likert Scale scores for each factor. 

 

Overall, most participants gave positive responses to improved Swap (P3: “It is easy to understand 

the logic of the new technique and to get used to it quickly.”, P5: “I prefer to use the new technique 

because it frees me from using the backspace multiple times.”). Eight participants described the 

experience of using improved Swap with the word “intuitive” (P11: “The new technique liberates 

me from controlling the small caret. I can quickly type the content, locate, and finish the revision.”). 

Five participants pointed out that improved Swap showed advantages, especially when revising 

word-level targets in long paragraphs. Six participants commented that, in a short period of time, it 

was hard to change to the new technique due to the years of experience with backspace and caret. 

Participants regarded that a long-term use of improved Swap would change their habits of using 

backspace and caret. All participants agreed that improved Swap could decrease the effort required 

by navigating the caret and pressing the backspace repetitively. Six participants expect to integrate 

improved Swap into their smartphones. 

 

3.8.6 Discussion 
 

Based on results, improved Swap took less action time when correcting word-level errors, whereas 

it didn’t show advantages when correcting character-level errors. The reason is that improved Swap 

did the replacement only in word-level. Thus, participants needed to type the whole word and then 

replace the target. Participants expressed their attitudes towards the character-level revision 

performance with improved Swap: “For character-level errors, if the word length is within 5 

characters, it would be fine to type the whole word and do the replacement. If the length exceeds 

that, it might cost extra time for revision. Despite that, I still tend to type because it is easier than 

navigating the caret.” 
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In Study 2, we found that participants adapted two strategies to navigate the caret. One strategy was 

to persevere in locating the caret with repetitive caret control attempts until it arrived at the intended 

position. The other strategy was that when the caret was located before the intended position, the 

participant would re-navigate the caret; if the caret was located 2-3 characters after the intended 

position, the participant would use the backspace multiple times to delete to the intended place and 

then perform the revision. One participant gave a reason for adapting the second strategy: “I usually 

avoid navigating the caret on the smartphone as the caret is too difficult to locate. Therefore, I would 

rather spend time deleting and retyping the content than control the caret multiple times.” The 

expanded layout made it easier for participants to replace the word as 1) it enlarged the target size 

for easier selection and 2) it made the replacement intuitive and easy to understand. 

 

Figure 3.8 showed that improved Swap took longer navigation time than the conventional backspace 

& caret. There are two reasons for that: 1) after typing the content for replacement, it still needs 

some time for participants to locate the target; 2) it is challenging for participants to fully accept a 

new technique in a short period of time. Though participants reported that they did sufficient 

practice, they still need time and effort to get used to the replacement operation. 

 

With improved Swap, participants can type faster than the conventional backspace & caret during 

the text revision. The average keystroke per minute for improved Swap was similar to the average 

typing speed for all participants measured before the study. This indicated that improved Swap could 

leverage participants’ regular typing speed to finish the text entry quickly during the revision. 

 

We calculated the total time (sum of pre-action time and action time) to evaluate the time 

consumption when revising a target. Results proved that, improved Swap took less total time (M = 

9195.47ms, SE = 133.71) than the conventional backspace & caret (M = 10654.01ms, SE = 114.38). 

For word-level errors, it took on average 9248ms (SE = 189.85) to finish the revision, while on 

average 11688.42ms (SE = 152.05) for the conventional backspace & caret. The reason for the 

difference was that imporved Swap minimized the use of backspace and caret, and thus decreased 

the time consumption. 

 

Figure 3.9 revealed that participants were more likely to navigate the caret multiple times when 

using conventional backspace & caret for revision compared with improved Swap. Through the data, 

we found 499 revisions navigated the caret more than once with the conventional backspace & caret. 

For improved Swap, only 35 revisions were found to trigger the expanded layout more than once. It 

indicated that selecting a target in the expanded layout was easier than navigating the small caret. 

 



   

32 

 

3.9 Conclusion 
 

In this chapter, we have presented Swap, a replacement-based technique to facilitate text revision on 

mobile devices. To simplify the text revision interaction, Swap designed the symbolized backspace 

and the replacement-based revision process. Swap allowed users to input the content first and then 

use it for revision. We implemented two techniques (Dot Swap and improved Swap) and compared 

their text revision efficiency with the conventional text revision techniques through user studies. 

Results revealed that Swap improves revision efficiency and fluency by significantly reducing the 

use of backspace and caret during the text revision. Most participants showed their preference for 

Swap as it is easy to learn, and it is more efficient. Some participants expect to integrate Swap with 

their own mobile devices for long-term use. 
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CHAPTER 4  

DESIGN SPACE EXPLORATION ON TEXT REVISION IN 

VR APPLICATIONS 

 

 

Current VR systems provide various text input methods that enable users to enter text efficiently 

with virtual keyboards. However, little attention has been paid to facilitate text revision during the 

VR text input process. We first summarized existing text revision solutions in current VR text input 

research and found that backspace is the only tool available for text revision with virtual keyboards 

with few mentioning designs for caret control. To systematically explore VR text revision designs, 

we presented a design space for VR text revision based on backspace and caret. With the proposed 

design space, we further analyzed the feasibility of the combined usage of backspace and caret by 

proposing and evaluating four VR text revision techniques. Outcomes of this research can provide a 

fundamental understanding of VR text revision solutions (with backspace and caret) and a 

comparable basis for evaluating future VR text revision techniques. 

4.1 Introduction 
 

The consumer-affordable and increasingly popular VR devices not only offer users the immersive 

and engaging experience but also provide a solid hardware basis for the development of productive 

working environments such as virtual office work (Grubert, Ofek, et al., 2018; Guo et al., 2019) and 

remote classrooms (C. Ma et al., 2009). In such scenarios, users often need to deal with text content 

(e.g., sending emails, composing reports, taking class notes). Thus, effective text input methods play 

a vital role to ensure both quality and satisfaction when users interact in such immersive virtual 

environments. These text input methods, besides providing rapid typing speed, should also be 
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capable of handling various conditions such as typo (and grammar) correction and content 

rephrasing. 

 

Compared to physical keyboards, virtual keyboards are more suitable (Speicher et al., 2018) and 

portable (Dube & Arif, 2019) to deploy in VR applications with less environmental requirements 

(e.g., stable and flat surface to place the physical keyboard). Numerous studies have endeavored to 

enhance typing speed and typo correction with virtual keyboards by proposing novel typing methods 

and auto-correction algorithms. However, although text revision is a vital subtask to ensure the 

accuracy of the input content (Li et al., 2020), it has not yet received sufficient attention in the current 

VR text input research. As an example, we can imagine a scenario of composing an email in a VR 

system: after quickly entering (typo-free) text, the user still needs to revise the content (e.g., deleting, 

adding, or substituting words) to make sure that it can express the intention accurately and 

meaningfully. Currently, backspace on the virtual keyboard is the dominant tool for revision. 

However, we found that most backspace functions mentioned in current VR text input research can 

only be activated at the end of the input stream. In practical typing scenarios, revision targets can 

appear anywhere in the input content, which means that current VR text revision solutions cannot 

handle comprehensive revision requirements effectively. 

 

To further understand the status quo of the VR text revision, we investigated existing text revision 

tools applied in current VR typing techniques and found two issues: 1) most researchers intend to 

facilitate typing speed with higher accuracy (typo-free) but with little consideration on how to 

improve text revision efficiency, and 2) caret control is not included in current VR virtual keyboard-

based text input designs; backspace is the only tool available to satisfy the basic need of text revision 

without considering efficiency. To better leverage backspace and caret in VR text revision, we first 

provide a design space to explore the possibilities of applying various backspace-caret designs. 

Based on the proposed design space, we then implemented four VR text revision techniques with 

virtual keyboards and handheld controllers. We evaluated their text revision performance through a 

comparative user study. Results show that combining word-level deletion and continuous caret 

control achieves better text revision performance in VR. Finally, we further discuss findings and 

summarize them into general guidelines for the future design of VR text revision tools and 

techniques. 

 

The contributions of this work are as follows. First, we reveal the gap in the VR text revision area 

with an extensive overview of the current VR text input designs. Second, we provide a design space 

for better exploration of VR text revision designs based on the backspace and caret. Third, we 

propose and evaluate four VR text revision techniques with a comparative study. Fourth, we provide 
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design guidelines based on the experiment results and findings in order to enable researchers to 

explore novel tools (and techniques) beyond backspace and caret or to introduce solutions applied 

in other platforms (e.g., smartphones) into VR text revision designs. 

 

4.2 Related Work 
 

Text revision is a ubiquitous and vital subtask during text input activities (Li et al., 2020). To 

accomplish text revision, users need to use various tools such as caret and backspace to insert, delete, 

or substitute words to revise part(s) of the content. In this section, we reviewed VR text input 

techniques and summarized their attempts to facilitate text revision (see Table 4.1 and Table 4.2 as 

the overview). 

 

4.2.1 Error correction and text revision 
 

Numerous researchers have endeavored to eliminate typos and grammar issues with en/decoders 

(Levenshtein, 1966; C. Yu et al., 2017), auto-prediction, and auto-completion algorithms. Those 

techniques help users to ensure the typing quality at the level of spelling and grammar. Their work 

provides us with a solid foundation to discuss more general text input scenarios in the wild. 

Compared with transcription in lab studies, typing in real-life conditions not only needs to consider 

the spelling and grammar accuracy but also needs to make sure that the text users type expresses 

their intention accurately and clearly (Li et al., 2020). Beyond the “mothering” of (semi-) automatic 

error correction techniques, there still exist requirements to revise text. Generally, when composing 

emails (whether formal or informal), typo-free is just the basic criterion. More importantly, users 

need to make sure all items written in the email accurately express nuanced information with an 

appropriate expression for stakeholders. In some cases (e.g., business email), it requires minor 

modifications through rounds of proofreading and adjustment. However, for such conditions, there 

lack efficient tools for text revision beyond error (typo) correction. 

 

4.2.2 Text revision with physical devices in VR 
 

Physical keyboards (with QWERTY layout) are powerful devices used for VR text input. Due to the 

occlusion of Head-Mounted Displays (HMDs), typing with physical keyboards in VR cannot 

achieve equivalent performance as that in the real world. Thus, a series of research was conducted 

to investigate factors such as hand representation (Grubert, Witzani, et al., 2018a; Knierim et al., 

2018), keyboard representation (Mcgill et al., 2015), and blending of reality in VR (Lin et al., 2017) 
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and their influence on users’ typing performance. As the default components of physical keyboards, 

backspace and arrow keys are available to accomplish text revision (including error correction). 

Although arrow keys were referred to in previous designs (Bovet et al., 2018; Grubert, Witzani, et 

al., 2018b; Hoppe et al., 2018; Knierim et al., 2020; Menzner et al., 2019; Otte, Menzner, et al., 

2019; Otte, Schneider, et al., 2019; Pham & Stuerzlinger, 2019), no mention is made regarding their 

use during the typing task or how the use of arrow keys may potentially influence users’ VR typing 

(and revision) performance. Walker et al. (Walker et al., 2017) disabled the backspace key and 

provided an auto-correction algorithm as an alternative in order to avoid the influence of user 

differences on data quality. 

 

Other devices such as data gloves and custom hardware are also used for VR text entry. Pinch 

Keyboard (D. A Bowman et al., 2001; Doug A. Bowman et al., 2002; González et al., 2009) allows 

users to enter text via hand rotation and pinches while wearing data gloves. Pinch Keyboard allows 

users to perform a backspace with a pinch gesture using two ring fingers. However, there is no caret 

control design in their technique. KITTY (Kuester et al., 2006; Mehring et al., 2004) maps keys to 

finger joints. Users enter text by pinching different parts of the finger with the thumb. KITTY did 

not include caret control in its design neither. While they mentioned the existence of the delete key, 

no clear statement was found regarding how to correct typos. Wu et al. (Wu et al., 2017) used data 

gloves to provide haptic feedback when pressing the VR keyboard. Their design allowed users to 

use backspace and arrow keys to revise text. K3 (Brun et al., 2019) is a cubic object that allows 

designers to integrate buttons on it for various interactions (including text input). As it is mainly for 

developing a new interaction platform, K3 did not mention the details of its VR text input design. 

 

4.2.3 Text revision with virtual keyboards in VR 
 

Compared with physical keyboards, virtual keyboards in VR merely exploit backspace as the 

dominant tool for revising text content. Surprisingly, to the best of our knowledge (according to the 

summary of Table 2), no current virtual keyboards include caret control solutions in their designs, 

and no research proactively discusses caret control with virtual keyboards in VR. Basically, 

backspace in the majority of virtual keyboards (Boletsis & Kongsvik, 2019; Boustila et al., 2019; 

Chen et al., 2019; Choi et al., 2019; Dash, 2017; Fashimpaur et al., 2020; Gugenheimer et al., 2016; 

Ishii et al., 2017; Jiang & Weng, 2020; Jimenez & Schulze, 2018; Kim & Kim, 2017; Lu et al., 2019; 

Min, 2011; Ogitani et al., 2018; Prätorius et al., 2014, 2015; Rajanna & Hansen, 2018; Son et al., 

2019; Speicher et al., 2018; Wilson & Agrawala, 2006; Yanagihara & Shizuki, 2018; D. Yu et al., 

2018) follows the function inherited from physical keyboards: erase one character before the caret 

and move the caret backward (Wikipedia, 2019). Backspace can be effective for quick corrections 
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(Komninos et al., 2018) (e.g., delete/change the typo character near the caret (Li et al., 2020)). 

However, for targets far from the caret, it is challenging to finish the revision in VR due to the 

limitation of character-level backspace and the lack of caret control. 

 

To finish the revision, users need to trigger the backspace multiple times. During the deletion, part 

of the correct text will also be deleted, which requires more time and effort to recover. Arif et al. 

(Arif et al., 2016) addressed this issue in the context of error correction on smartphones by leveraging 

the Levenshtein distance (Levenshtein, 1966) (to locate the error position) and gestures (swiping left 

or right on the backspace key to cut off or recover the content after the error position). However, for 

typo-free content, Levenshtein distance does not function well, making it difficult to find the error 

position. 

 

Researchers also updated the backspace function to achieve word-level deletion. RotoSwype (Gupta 

et al., 2019) and GestureType (C. Yu et al., 2017) allow users to delete the word just entered. 

RingText (Xu et al., 2019), DwellType (C. Yu et al., 2017), and TapType (C. Yu et al., 2017) enable 

flexible deletion (at the character-level when entering and at the word-level when editing) according 

to the content just entered. The effort mentioned above improves the deletion efficiency of 

backspace. Without caret control solutions, however, flexible backspace may only show satisfying 

revision performance at the end of the input stream. 

 

Table 4.1 Physical VR text input techniques and their design details 

 

Keyboard and Layout Brief Description Backspace 
Caret 

Control 
Text 

Revision 
Physical_Qwertz (Grubert, Witzani, 
et al., 2018b) 

Type on a physical keyboard/touch screen 
with/without a positioned view 

Yes Arrow keys CBsb 

Physical_Qwerty (Pham & Stuerzlinger, 
2019) 

Type on a physical keyboard placed on a 
hawker tray 

Yes Disabled CBsb 

Physical_Qwerty (Otte, Menzner, et al., 
2019) 

Type on a touch-sensitive physical 
keyboard 

Yes Arrow keys CBsb 

Physical_Qwerty (Knierim et al., 2020) Type on a wireless keyboard with a 
portable VR HMD on the users’ head 

Yes Arrow keys NM 

Physical_Qwerty (Hoppe et al., 2018) Type on a physical keyboard with a real-
world representation in the HMD 

Yes Arrow keys NM 

Physical_Qwerty (Bovet et al., 2018) Type on a physical keyboard with a 3D 
keyboard model shown in HMD 

Yes Arrow keys NM 

Physical_Qwerty (Walker et al., 2017) Type on a physical keyboard with key 
pressing visual feedback in HMD 

Disabled NM NM 

DataGlove_Qwerty (D. A Bowman et 
al., 2001; Doug A. Bowman et al., 2002; 
González et al., 2009) 

Users select characters with hand rotation 
and confirm with a pinch 

Yes No NM 

DataGlove_Qwerty (Wu et al., 2017) 
Users press virtual keys by bending the 
finger over the angle threshold 

Yes Arrow keys NM 

DataGlove_Qwerty (Kuester et al., 
2006; Mehring et al., 2004) 

Users select characters by pinching thumb 
with joints on other fingers 

Yes No NM 

Cubic_NMa (Brun et al., 2019) 
Users hold the cube and press buttons on 
it to enter characters 

NM NM NM 

a NM represents “not mentioned”. b CBs represents “character-level backspace”. 
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4.2.4 Summary 
 

As one of the practical activities in everyday life, text input is not a simple task to press multiple 

buttons on keyboards but usually to record ideas, reach agreements, or express emotions. Typing 

speed and accuracy are indeed key factors to contribute to better typing behavior, but they are not 

decisive factors (Dube & Arif, 2019). Currently, text input techniques can help users to enter text 

quickly into computers with few typos and grammar issues. It should be noted that text input has 

two parts: entering text into the computer system and taking care of the text already in the system. 

However, for current VR text input techniques with virtual keyboards, backspace is the only tool to 

feed the basic need for text revision (without discussing efficiency and satisfaction). Backspace and 

arrow keys can be easily implemented in VR scenarios, and users can transfer their experience using 

physical backspace and arrow keys to VR scenarios (Hoppe et al., 2018). However, there is a lack 

of essential consideration regarding text revision and adjusted solutions in current VR text input 

designs with virtual keyboards. 

 

4.3 Design Space 
 

To fill the gap of text revision in current VR text input designs, we propose a design space for a 

structural understanding and exploration of VR text revision solutions. Such a design space can 

assist practitioners and researchers in proposing text input techniques that aim more at practical use 

in VR scenarios. Two parameters that constitute the design space are backspace granularity and caret 

control continuity (as shown in Figure 4.1). Each parameter has two values: backspace granularity 

(character-level or word-level) and caret control continuity (discrete or continuous). In this 2 x 2 

matrix, each combination represents a design solution using various types of backspace and caret 

control for VR text revision. 
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Figure 4.1 Different options for backspace granularity and caret control continuity. 

 

4.3.1 Backspace granularity 
 

Backspace granularity is divided into character-level and word-level. We choose these two values 

based on the summary of current VR text input techniques (see Table 4.1 and Table 4.2 for details). 

Although few references clearly stated the use of backspace for text revision (most mentioned it for 

typo corrections), it is reasonable to infer that backspace is capable of handling both typo correction 

and text revision. Character-level is the default granularity for backspace which means that only one 

character will be deleted when users press/select the backspace key once. Word-level implies that 

one press of the backspace key can erase multiple characters. 

 

4.3.2 Caret control continuity 
 

Caret control continuity is divided into discrete and continuous. This division is inspired by the 

descriptions of various approaches to navigate the cursor to select keys in selection-based VR text 

input techniques (Speicher et al., 2018) and users’ movements when performing actions (Janzen et 

al., 2014). Discrete caret control means that when users control the caret, one single operation (e.g., 

button pressing) can move the caret once. If users need to move the caret away (e.g., by a distance 

of five characters), they have to repeat the operation multiple times. For continuous caret control, 

users can navigate the caret with a single smooth movement rather than by repetitive keystrokes or 

gestures. 

 

 

 

backspace granularity caret control continuity

Character-level

Word-level

Discrete

Continuous

i am out of town now i am out of town now

i am out of town now i am out of town now
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Table 4.2 Virtual VR text input techniques and their design details 

 

Keyboard and Layout Brief Description Backspace 
Caret 

Control 
Text 

Revision 
Virtual_Qwerty (Rajanna & Hansen, 
2018) 

Users gaze at the character and confirm it with dwell or 
button click 

Yes No NMa 

Virtual_ Qwerty (C. Yu et al., 2017) 

(TapType and DwellType) Users rotate head to point at 
a letter and dwell/press button to confirm  
(GestureType) Users use eye-movement to perform a 
word-level gesture on the keyboard  

Yes No 
CBsb, 
WBsc 

Virtual_ Qwerty (Speicher et al., 2018) 

(Head Pointing) Users point at the letter with head and 
confirm with a button click  
(Controller Pointing) Users point at the letter with 
handheld controllers and confirm with a button click 
(Controller Tapping) Users use the handheld controller 
to poke letters 
(Freehand) Users use a finger to poke letters 
(Discrete Cursor) Users press the touchpad to move 
the cursor and select letters via trigger  
(Continous Cursor) Users swipe on the touchpad to 
move the cursor and select letters via trigger 

Yes No NM 

Virtual_ Qwerty (Ishii et al., 2017) 
Users move a thumb-up hand to point at a letter and 
select it with fist posture 

Yes No NM 

Virtual_3x3 layout (Min, 2011) 
Users press the key with the intended character 
multiple times to finish the input 

Yes No NM 

Virtual_ Qwerty (Gugenheimer et al., 
2016) 

Users press the letter on a touchscreen on HMD and 
confirm it with finger liftoff  

Yes No NM 

Virtual_ Qwerty (Kim & Kim, 2017) 
Users hover the finger on the letter and select it by 
pressing down 

Yes No NM 

Virtual_A~Z layout (X. Ma et al., 2018) 
Users select letter through the analysis of gaze data 
and EEG signals from the brain  

No No NM 

Virtual_ Qwerty (Jimenez & Schulze, 
2018) 

Users move the cursor via head/pointer finger 
movement and interact with keys via hand gestures 

Yes No NM 

Virtual_Sector (D. Yu et al., 2018) 
Users use the left joystick to choose the intended slice 
and the right joystick to choose the letter 

Yes No NM 

Virtual_ Qwerty (Wilson & Agrawala, 
2006) 

Users select the letter with the left/right thumbstick and 
confirm it with trigger buttons 

Yes No NM 

Virtual_3x3x3 spatial layout 
(Yanagihara & Shizuki, 2018) 

Users select characters by drawing a stroke among 
spatial buttons with trigger pressing on a controller and 
confirm them with a trigger release 

Yes No NM 

Virtual_A~Z layout (Dash, 2017) 
Users select the character by pinching between the 
thumb and parts of other fingers 

Yes No NM 

Virtual_12-Key (Prätorius et al., 2014, 
2015) 

Users select a character by pinching between the 
thumb and the part of other fingers multiple times 

Yes No NM 

Virtual_12-Key (Ogitani et al., 2018) 
Users select a character by first pressing the button 
and then swipe the direction of the intended character 

Yes No NM 

Virtual_ Qwerty (Boustila et al., 2019) 
Users control the cursor to the letter with the finger on 
the touchscreen and release the finger to confirm 

Yes No NM 

Virtual_ Qwerty (J. Dudley et al., 
2019) 

Users type on a virtual keyboard in the mid-air with 
bare hands with tracking markers 

No No NM 

Virtual_ Qwerty (Chen et al., 2019) 
Users select characters by performing word-level 
gestures with controllers or on touchscreens 

Yes No NM 

Virtual_ Qwerty (Choi et al., 2019) 
Users type on a virtual keyboard on a surface with bare 
hands with tracking markers 

Yes No NM 

Virtual_ Qwerty (Gupta et al., 2019) 
Users select characters by performing word-level 
gestures with a ring worn on the index finger 

Yes No WBs 

Virtual_ Qwerty (Boletsis & Kongsvik, 
2019) 

(Raycasting) Users use rays emitted from controllers to 
point at the letter and confirm it with button pressing 
(Drum-like keyboard) Users use virtual mallets to strike 
the virtual keys to input characters 
(Head-directed input) Users rotate head to point at the 
letter and confirm it with button pressing 
(Split keyboard) Users move fingers on controllers’ 
touchpad to move cursors and press the touchpad for 
selection  

Yes No NM 

Virtual_Circular layout (Xu et al., 
2019) 

Users select characters with head rotations among 
characters and auto-prediction word candidates 

Yes No CBs, WBs 

Virtual_Circular layout (Jiang & Weng, 
2020) 

Users press keys on the outer part of the controller 
touchpad. Then press the center touchpad to select the 
intended word   

Yes No CBs 

Virtual_ Qwerty (Lu et al., 2019) 
Users rotate the head to point at the letter and confirm 
it by moving the head forward and backward 

Yes No NM 

Virtual_ Qwerty (Son et al., 2019) 
Users do slide-and-click or fly-and-touch on two 
touchpads to enter the character 

Yes No NM 

Virtual_ Qwerty (Fashimpaur et al., 
2020) 

Users enter characters by the thumb to fingertip 
pinches 

Yes No NM 

a NM represents “not mentioned”.  b CBs represents “character-level backspace”.  c WBs represents “word-level backspace”. 
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4.3.3 Functionality of the design space 
 

The proposed design space provides combinations that integrate values selected from both 

backspace granularity and caret control continuity. Inspired by Hirzle et al. (Hirzle et al., 2019), we 

discuss the effects and applicability of the proposed design space for VR text revision solutions. 

 

Currently, most physical VR text input techniques follow the conventional character-level backspace 

and caret control solution that is already applied on physical keyboards. However, current techniques 

with virtual keyboards cannot be included in this design space as they do not incorporate caret 

control into their designs. Without caret control, revision can only happen at the end of the input 

stream with 1) repetitive backspace selections and 2) extra deletion and cascade recovery input (for 

revisions far from the caret). For text revision with virtual keyboards, the proposed design space 

brings caret control back into design considerations. This also allows us to combine backspace and 

caret control features and properties to achieve better VR text revision performance. 

 

4.4 Text Revision Techniques 
 

To further investigate how users manipulate the backspace and caret to finish text revision, this 

section illustrates four VR text revision design combinations and the techniques that exploit each of 

them. Among various input devices (e.g., data gloves, eye trackers, stylus, or bare hands) used in 

VR systems, we choose the handheld controller to implement VR text revision techniques for the 

following reasons. First, handheld controllers provide a highly portable platform with rich 

interaction diversities. Second, using handheld controllers (gesture-based interaction excluded) can 

imply less cognitive and motor load to users compared with bare-hand gestures and head-based 

movement. Last but not least, it is a cost-friendly option for broad deployment. For concise 

descriptions, we mention the combinations of various types of backspace and caret (see Figure 4.1) 

with the following abbreviations: CBs-DCc for character-level backspace & discrete caret control, 

CBs-CCc for character-level backspace & continuous caret control, WBs-DCc for word-level 

backspace & discrete caret control, and WBs-CCc for word-level backspace & continuous caret 

control. 

 

4.4.1 CBs-DCc 
 

CBs-DCc is the most fundamental combination inherited from the backspace key and arrow keys on 

physical keyboards. In previous designs, backspace can be selected by either poking (Speicher et al., 

2018), striking (Boletsis & Kongsvik, 2019), or pressing buttons on handheld controllers (Jiang & 
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Weng, 2020). Although there is no reference mentioning the caret control, we got inspiration from 

(Speicher et al., 2018), which mentioned that directional pads or thumbsticks could be used to move 

the cursor discretely. In the technique of CBs-DCc, users can navigate the caret by pressing four 

directions of the touchpad. To delete text, users can perform the character-level deletion by pressing 

the button on handheld controllers. 

 

4.4.2 CBs-CCc 
 

CBs-CCc shares the same idea with the combined-use of the physical keyboard and touchpad on a 

laptop. With the finger sliding on the touchpad, users can move the cursor in a smooth and 

continuous way. Compared with discrete caret control, the continuous operation allows users to 

navigate the caret with one single movement instead of repetitive operations. In the technique of 

CBs-CCc, we use the same character-level deletion as in CBs-DCc. For caret control, we leverage 

touchpads on HTC Vive (HTC Corporation, 2015) handheld controllers to achieve continuous caret 

control. Users can perform the sliding movement on the touchpad to navigate the caret. Real-time 

visual feedback was provided to track the caret position while sliding on the touchpad. When the 

finger is lifted to disengage from the touchpad, the caret remains at the last finger contact position. 

 

4.4.3 WBs-DCc 
 

WBs-DCc extends the function of conventional backspace to multi-character deletion. For revision 

scenarios where there is a need to delete word(s) with improper meaning (Li et al., 2020), word-

level backspace could, to some extent, show more efficiency than character-level backspace. In the 

technique of WBs-DCc, users can press the button on the handheld controller to delete multiple 

characters according to the caret position in the text. WBs-DCc follows the design of CBs-DCc for 

caret control by pressing directional parts of the touchpad. 

 

4.4.4 WBs-CCc 
 

WBs-CCc combines multi-character deletion and continuous caret control for text revision. When 

using the WBs-CCc technique to revise the text, users can first navigate the caret to the position of 

the revision target by sliding the finger on the touchpad. Users can then execute the revision with 

multi-character deletion by pressing the button on the handheld controllers. 
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4.4.5 Features of proposed techniques 
 

Here we discuss characteristics of those text revision techniques before conducting the comparative 

study for further evaluations. First, all proposed text revision techniques depend on a virtual 

keyboard with the Qwerty layout as the text revision also includes the text entry process (e.g., 

substituting or inserting words). Second, compared with conventional VR text input techniques, four 

proposed VR text revision techniques enable the controllability of the textbox widget for caret 

manipulation. Third, all techniques use handheld controllers (mainly with the touchpad and buttons) 

to realize the deletion and caret control. In fact, the orientation of the controller itself can also be 

leveraged for caret control. For instance, using the virtual ray emitted from the controller head to 

navigate the caret among characters. However, due to users’ poor depth perception towards targets 

in VR (Chan et al., 2010), it is challenging for users to perform ray-casting target selection and 

control, especially for targets with limited size (Rizzo, 2019; Susu et al., 2019), let alone the caret 

with the width of a few pixels. To implement ray-casting interaction in practical VR text revision 

designs, various factors (e.g., target size and distance) should be further confirmed and investigated 

via a series of systematic empirical studies, which are beyond the scope of this study. 

 

4.5 Comparative Evaluation 
 

To further evaluate VR text revision performance with the four text revision techniques based on 

virtual keyboards and handheld controllers, we conducted a within-subjects experiment with 16 

participants to compare the proposed VR text revision techniques: CBs-DCc, CBs-CCc, WBs-DCc, 

and WBs-CCc. 

 

4.5.1 Participants 
 

16 participants (9 female, 7 male) aged between 22 and 28 years (M = 24.81, SD = 2.4) volunteered 

for this study. All participants are physically healthy with either normal vision or corrected to normal 

vision with glasses. Only one participant reported the dominant hand as the left hand. None of the 

participants had prior VR text input experience. As reported by participants, all of them are familiar 

with the Qwerty keyboard and can read and comprehend English sentences. 
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4.5.2 Apparatus 
 

We built an experimental system using the HTC Vive (including the HMD, two optical trackers, and 

two default handheld controllers) and a desktop computer with an intel i7-3770 CPU, 16GB RAM, 

and NVIDIA Quadro K4000 graphic card. Optical trackers are set 2 meters above ground to detect 

the motion that happened in an area of 2.5m × 2.5m. We chose to use Drum-like keyboard 

(GoogleDaydream, 2016) as the text input technique in the experiment because it showed reasonable 

typing speed with less error, less frustration, and high user preferences, as reported in the literature 

(Boletsis & Kongsvik, 2019). Drum-like keyboard allows users to enter text by striking keys on the 

virtual keyboard with virtual mallets stretching from the head of handheld controllers. Drum-like 

keyboard and handheld controllers also helped us to focus on the text revision analysis with less 

adverse influence from other input methods (e.g., mid-air virtual keyboard with bare hands). The 

experiment system was implemented based on Cutie keys (Cutiekeys, 2017) and ran on the Windows 

10 operating system with Unity 5.6. We learned from the word deletion solution (Raymond, 2007) 

applied in current computer operating systems to implement the word-level backspace. 

 

4.5.3 Corpus and revision targets 
 

We chose 120 sentences (with an average length of 6.56 words (31.1 characters) per sentence) from 

the Enron Mobile Email Dataset (Vertanen & Kristensson, 2011) to build the experimental corpus 

because, 1) all sentences are easy to remember and easy to comprehend as they are all selected from 

daily life use, 2) its validity has been examined in prior VR text input studies (J. Dudley et al., 2019; 

Speicher et al., 2018), and 3) compared with the phrase set from MacKenzie and Soukoreff 

(MacKenzie & Soukoreff, 2003), sentences in the Enron Dataset are longer, which is easy for us to 

arrange revision targets. All chosen sentences do not contain any uppercase letters, numbers, or 

punctuations. 

 

We included only one revision target for each sentence. We learned from the categorization of 

character-level error types (Gentner et al., 1983) and extended it to word-level text revision: 

omission (a word is missing), insertion (there is an extra word), and substitution (a wrong word 

appears in place of the intended one), as in (Li et al., 2020). For evaluating the text revision capability 

of those techniques towards targets in different positions, we also defined half of the targets for each 

type that are within the last three words away from the end of the sentence, while the other half of 

targets far from the end of sentences, as in (Zhang et al., 2019). On average, each target contains 

5.08 characters (SD = 1.79).  
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4.5.4 Design and procedure 
 

The experiment used a within-subjects design to evaluate participants’ VR text revision performance 

using the four proposed techniques. The independent variable was text revision technique with four 

values (CBs-DCc, CBs-CCc, WBs-DCc, and WBs-CCc). Every participant needed to use four text 

revision techniques to finish the sentence revision task (30 revisions for each technique). We 

counterbalanced the order of text revision techniques among participants with a Latin Square. As a 

result, the total number of revision targets was: 16 participants × 4 text revision techniques × 30 

sentences per technique = 1920. We randomly chose every 30 sentences from the corpus and ensured 

that those sentences did not appear in other sentences. For every 30 sentences, the appearance order 

of all types of targets was randomized (see Table 4.3 for the detailed distribution). 

 

Table 4.3 Number of different types of revision targets for every 30 sentences 

 
Target type Omission Insertion Substitution Total 

Far 5 5 5 15 

Near 5 5 5 15 

Total 10 10 10 30 

 

We first introduced the purpose of the study and demonstrated the four text revision techniques and 

various types of revision targets to all participants. Then, we guided participants to sit on a chair in 

the middle of the tracking area and helped them to put on the HMD and hold the two controllers. 

After adjusting the height and orientation of the virtual keyboard, all participants had a 15-minute 

practice to get used to the Drum-like keyboard and various text revision techniques with demo 

sentences before the formal experiment. Participants were recommended to use the touchpad and 

buttons on the controller in their dominant hand for revision. Revision trials were designed as 

follows. Two sentences (one is the standard sentence, the other is the sentence with a revision target) 

first appeared in the experimental system. Participants then used the assigned technique to revise the 

target and pressed the grip button on the tail part of the controller to submit the revision and to start 

the next trial. One trial can be submitted successfully only if two sentences were matched after the 

revision. 

 

The formal experiment lasted around 60 minutes. Participants were requested to finish the text 

revision task with the assigned technique as fast and accurate as possible. After revising 30 

sentences, participants could have a 5-min break before the next 30 sentences with another text 

revision technique. After all revisions, we asked participants to fill the NASA-TLX (Hart & 

Staveland, 1988) and System Usability Scale (SUS, see Appendix 3) (Brooke, 2013) to evaluate 

workload and subjective preferences towards all four techniques. 
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4.5.5 Results 
 

To simulate the real-life text revision scenario, we mixed various types of revision targets and 

showed them to participants in random order, which is different from lab studies that artificially 

provide targets with the same type multiple times. Therefore, we mainly investigated and reported 

the influence of technique on participants’ VR text revision performance. We removed 92 items of 

data (4.79%, including outliers and trials interrupted by the occasional trigger of the VR system 

menu) from the dataset. As the dataset did not pass the normality check, we used the Friedman test 

and the post-hoc using Wilcoxon signed-rank test with Bonferroni correction. For subjective 

evaluation, we reported weighted TLX scores (Hart, 2006) and analyzed SUS scores using the 

Friedman test. Error bars shown in the following figures represent the standard error, and data labels 

represent the mean values. 

 

Operation per character stands for the average number of operations (including character, backspace 

and caret control) required to revise one character during the revision. The operations per character 

of four proposed techniques (in ascending order) were WBs-CCc (M = 1.52, SE = 0.33), CBs-CCc 

(M = 2.06, SE = 0.32), WBs-DCc (M = 4.26, SE = 0.82) and CBs-DCc (M = 4.81, SE = 0.89). A 

Friedman test revealed a significant effect of technique on the operation per character (χ2(3) = 682.68, 

p < .001). The post-hoc showed the significant effect of technique between all technique pairs (all p 

< .001). Figure 4.2 shows the operation per character when participants revised targets with different 

distances. 

 

 

Figure 4.2 Operation per character for targets far from or near the end of the sentence. 
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Correction time denotes the average duration required to revise the given targets. It is calculated as 

the interval between the start of a trial and the moment when participants submit the revision. The 

correction time of the four proposed techniques (in ascending order) were WBs-CCc (M = 7978.19 

ms, SE = 726.22), CBs-CCc (M = 8771.53 ms, SE = 730.62), WBs-DCc (M = 9062.8 ms, SE = 

719.85) and CBs-DCc (M = 9269.94 ms, SE = 702.99). A Friedman test revealed a significant effect 

of technique on the correction time (χ2(3) = 335.9, p < .001). The post-hoc showed the significant 

effect of technique between all technique pairs (all p < .001). Figure 4.3 shows the correction time 

when participants revised targets with different distances. 

 

Backspace frequency and Caret frequency count the average number of performing the backspace 

and caret navigation operation for each revision. WBs-CCc (M = 1.04, SE = 0.21) used the least 

number of backspace while CBs-CCc (M = 3.59, SE = 0.7) used the most. A Friedman test revealed 

a significant effect of technique on the backspace frequency (χ2(3) = 252.08, p < .001). The post-

hoc did not find the significant effect of technique between two CBs-based techniques (p = 0.61, ns) 

or between two WBs-based techniques (p = 0.53, ns). Figure 4.4 shows the backspace frequency 

when participants revised targets with different distances. 

 

 

Figure 4.3 Correction time for targets far from or near the end of the sentence. 
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Figure 4.4 Backspace frequency for targets far from or near the end of the sentence. 

 

For caret control, CBs-CCc (M = 2.32, SE = 0.54) used the least number of caret control while CBs-

DCc (M = 13.59, SE = 1.86) used the most. A Friedman test revealed a significant effect of technique 

on the caret frequency (χ2(3) = 1013.75, p < .001). The post-hoc did not find the significant effect 

of technique between two DCc-based techniques (p = 0.2, ns) or between two CCc-based techniques 

(p = 0.62, ns). Figure 4.5 shows the caret frequency when participants revised targets with different 

distances. 

 

 

Figure 4.5 Caret frequency for targets far from or near the end of the sentence. 
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all technique pairs except between CBs-CCc and WBs-CCc (p = 0.68, ns). Figure 4.6 shows the caret 

control time when participants revised targets with different distances. 

 

 

Figure 4.6 Caret control time for targets far from or near the end of the sentence. 

 

Backspace time denotes the average total time spent pressing the backspace when revising each 

target. It is calculated as the total duration between the previous keystroke and the backspace. WBs-

CCc (M = 775.11 ms, SE = 166.11) showed the least backspace time followed with WBs-DCc (M = 
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SE = 320.54). A Friedman test revealed a significant effect of technique on the backspace time (χ2(3) 

= 196.14, p < .001). The post-hoc showed a significant effect (all p < .001) of technique between all 

technique pairs except between CBs-DCc and CBs-CCc (p = 0.74, ns). Figure 4.7 shows the 

backspace time when participants revised targets with different distances. 

 

 

Figure 4.7 Backspace time for targets far from or near the end of the sentence. 
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In the paired-scale weighting process of NASA-TLX, the top three scales participants scored were 

Effort (63), Performance (57) and Physical demand (46). WBs-CCc got the lowest (M = 41.89) 

weighted scores (lower score means less load to finish the task) followed with WBs-DCc (M = 

52.06), CBs-CCc (M = 56.23) and CBs-DCc (M = 70.89). For SUS, WBs-CCc got the highest score 

(M = 71.41, SE = 1.84) while CBs-DCc got the lowest (M = 64.69, SE = 1.84). A Friedman test 

revealed a significant effect of technique on the SUS score (χ2(3) = 15.53, p < .01). The post-hoc 

showed the significant effect of technique between CBs-DCc and WBs-DCc (Z = -2.93, p <.01, r = 

0.74), CBs-DCc and WBs-CCc (Z = -2.9, p <.01, r = 0.73), and between CBs-CCc and WBs-CCc (Z 

= -2.39, p <.05, r = 0.6). 

 

4.6 Discussion 
 
In this section, we first discuss findings according to the quantitative results and participants’ 

feedback. Then, we summarize and propose a series of design guidelines for the future development 

and implementation of VR text revision tools and techniques. Finally, we list a series of future work 

for in-depth research on text revision in VR environments. 

 

We re-introduced caret control to VR text revision in this study and evaluated participants’ text 

revision performance with four backspace-caret techniques. Overall, results showed that WBs-CCc 

outperformed other proposed techniques with the least operation number per character during 

revision, the shortest correction time, including the lowest number of operations for caret control 

and backspace. Participants also regarded that using WBs-CCc can finish the revision with less 

workload and high usability. 

 

Results from the backspace frequency and backspace time analysis indicated that word-level 

backspace frees participants from repetitive backspace pressing operations during revision. We did 

not include the recovery function in the word-level backspace design. It should be noted that if 

participants unintentionally delete multiple words or mis-delete other words, extra time and effort 

would be required to recover from the mis-operation. Participants also commented that they needed 

extra effort to re-evaluate the sentence after larger changes were made (e.g., deleting a whole word). 

Moreover, it is inevitable to enter typo characters during revision. In that case, there are two 

solutions. One is to use the word-level deletion to delete multiple characters and re-enter them. The 

other is to use the character-level backspace on the virtual keyboard (we did not disable the 

backspace function on the virtual keyboard). It was interesting to observe from the log files that if 

the typo was observed immediately (usually 1-2 characters away from the caret), participants 

attempted to use the backspace on the virtual keyboard for quick character-level deletions, or they 
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chose to use the word-level backspace. From the considerations above, we inferred that 1) assistive 

mechanisms should be included to deal with exceptions using word-level backspace, and 2) 

character-level backspace is still needed for quick deletion. After the formal experiment, we asked 

five participants to continue the revision task with another 30 sentences using only virtual keyboards 

(without caret control). After the revision, we asked them about their preferences between the 

backspace on the controller and the backspace on the virtual keyboard. They showed their preference 

towards backspace on the controller. This is because pressing the physical button only uses muscles 

around the thumb while striking the backspace on the virtual keyboard uses the fore-arm with a 

higher physical workload. 

 

In contrast with conventional non-caret designs, caret control made it flexible to navigate the caret 

to the revision target and thus saved time and avoided extra effort for massive deletions and re-entry 

(due to the fixed caret position at the end of the input string). Results (Figure 4.2 and Figure 4.5) 

showed that using continuous caret control can decrease the number of operations during revisions, 

especially for targets far from the end of the sentence. However, it is a double-edged sword. Ideally, 

participants can perform the continuous caret control once, and then the caret would be located as 

intended. However, Figure 5 did not support such an idealized condition. The reason is that when 

sliding on the touchpad, the caret moves quickly towards the revision target and participants need to 

track the position and lift their thumbs to finish the caret control. Sometimes the caret would stop 

before or after the intended position (inconsistent with expectations) after a long-time caret 

movement. Moreover, there exist possibilities of the subtle finger sliding offset when lifting the 

thumb from the touchpad. 

 

NASA-TLX results show Effort, Performance, and Physical demand as the top three scales. Such 

three scales provide us with the design criterion from users’ perspectives. In detail, to finish VR text 

revision tasks with satisfying performance, the technique should have the capacity to handle various 

exceptions and make sure the revision can be completed successfully with the less physical and 

mental workload. 

 

4.7 Conclusion 
 

Efficient VR text input techniques provide the potential to move real-life typing activities into the 

virtual world. However, there would still be far from practical use if text input techniques are 

designed merely around typing speed and accuracy. After entering text into the systems with few 

typos, users also need to revise them for expression and description accuracy. In this section, we 

first conducted a thorough literature review and summary to reveal the status quo of current VR text 
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input designs regarding text revision. The summary revealed a lack of essential considerations on 

enhancing users’ text revision performance in current VR text input designs. Especially for text input 

with virtual keyboards, only the backspace is available for text revision without mentioning the 

efficiency. To fill this gap, we provided a design space in VR text input for further exploration of 

the combined use of backspace and caret control in VR text revision. Based on the design space, we 

implemented four text revision techniques with virtual keyboards and handheld controllers and 

evaluated their performance with a comparative study. Results of the study could serve as the 

groundwork and reference for the future design of VR text revision techniques. We make the initial 

step to fill the gap of text revision facilitation in VR text input. We believe this work will also raise 

awareness and interest towards text revision improvements when designing VR text input techniques 

for practical use. 
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CHAPTER 5  

FACILITATING VR TEXT ENTRY WITH DAILY-LIFE 

METAPHOR 

 

 

This chapter introduces the design and validation of the novel VR text entry technique. In detail, we 

present SewTyping, a novel technique to facilitate controller-based text entry performance in virtual 

reality (VR) applications. We learned from real-life sewing behavior and achieved successive 

character selection during the text entry process. We make all buttons on the virtual keyboard 

interactive on both the top and bottom sides. When entering text with the handheld controller, 

characters can be selected alternately by penetrating down from one key and up to another. 

SewTyping enhances the fluidity of text entry with successive sewing-like movements to reduce 

pauses among character button selections. We ran a comparative user study to evaluate SewTyping 

with Controller Pointing and Drum-like Keyboard. Results revealed that: 1) SewTyping achieved 

25.94 words per minute (WPM) with a total error rate of 4.19% and 2) users adapted to the sewing-

like movement easily and achieved steady performance with essential practice. 

 

5.1 Introduction 
 

Recent market trends show that VR techniques have become popular and affordable among 

consumers (360marketupdates, 2019). VR also shows great capabilities and potential in applications 

such as education (C. Ma et al., 2009), remote collaboration (Nguyen et al., 2017), and office work 

(Grubert, Ofek, et al., 2018; Guo et al., 2019). Efficient and effective text entry methods play a vital 

role in those applications (Dube & Arif, 2019). Although virtual keyboards and related techniques 
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can satisfy the essential need of text entry in VR, these tend to be slow and error-prone (Dube & 

Arif, 2019) due to 1) the penetrable feature (Chan et al., 2010) of intangible displays (e.g., handheld 

controllers penetrate the virtual surface inevitably when hitting the virtual target or walking through 

a wall unexpectedly in VR games (Ogawa et al., 2020)) and 2) the user’s insufficient capacity to 

determine the z-coordinate of a target in VR (Chan et al., 2010). 

 

When entering text in VR with virtual keyboards, most VR text entry methods require two steps to 

enter a character. Users first locate the intended key and then finish the selection with a confirmation 

mechanism such as dwell (C. Yu et al., 2017), button pressing on controllers (Speicher et al., 2018), 

or direct touch (J. J. Dudley et al., 2018). To enter multiple characters, users need to finish the 

aforementioned process repetitively, which leads to pauses between characters and influences the 

fluidity of text entry. 

 

We propose SewTyping, a technique to enhance text entry performance with virtual keyboards and 

handheld controllers in VR applications. SewTyping leverages the penetrable feature in VR to 

improve the fluidity of text entry. This feature makes all keys (on the virtual keyboard) selectable 

from both the top and bottom sides. With this change, when users select one key, the extra penetrated 

movement can be leveraged directly for selecting the following letter. As shown in Figure 5.1, with 

the handheld controller (and a virtual mallet extended from the head of the controller), users can 

enter multiple characters with a single and fluid movement on the virtual keyboard, just like sewing 

fabric with a needle in daily life. 

 

 

Figure 5.1 Text entry with SewTyping. Characters can be selected with the handheld controller 

(with a virtual mallet on the top) successively by penetrating alternately on either the top or 

bottom side of virtual keys. E.g., to enter “ACT”, “A” and “T” are selected from the top side, 

while “C” is selected from the bottom side. 
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In the following parts of this chapter, we first summarize current VR text entry methods with virtual 

keyboards. Then we illustrate the design of SewTyping followed by describing a conducted text 

entry task in VR to explore and validate the feasibility of SewTyping. Results revealed that, with 

SewTyping, users can achieve 25.94 WPM with an error rate of 4.19%. Users adapted to the sewing-

like movement easily by associating it with the sewing metaphor. They also agreed that SewTyping 

makes VR text entry interesting and engaging. 

 

5.2 Related Work 
 

Physical and virtual keyboards are widely used for text entry in VR. Compared with physical 

keyboards, virtual keyboards can be deployed flexibly with fewer spatial limitations. Generally, 

virtual keyboards could not achieve satisfying typing speed as with physical keyboards (Dube & 

Arif, 2019). Thus, in this section, we mainly review existing VR text entry techniques based on 

virtual keyboards and identify their design divergences and similarities. 

 

5.2.1 Hand, Head, and Eye-based Text Entry Techniques 
 

A considerable number of studies focused on proposing VR text entry techniques with users’ hands. 

FistPointer (Ishii et al., 2017) allows users to perform a thumb-up gesture to move the cursor and a 

fist gesture to select a particular character. Speicher et al (Speicher et al., 2018) proposed a technique 

that allows users to poke the virtual keyboard directly with their fingers (detected by Leap Motion). 

Ogitani et al. (Ogitani et al., 2018) made a 12-key keyboard based on the Japanese smartphone 

keyboard and projected it on either the palm or in mid-air. Users point the button and swipe towards 

the intended character. DigiTap (Prätorius et al., 2014) provides a 12-key keyboard and maps keys 

on knuckles and finger tips. Similarly, BlueTap (GooglePatent, 2017) maps all letters on knuckles 

and fingertips singly in alphabetical order. Users tap the button once (GooglePatent, 2017; Prätorius 

et al., 2014) or multiple times (Prätorius et al., 2014) with the thumb to select the intended letter. 

Time and effort are required to learn and master these techniques (including new layouts). 

Evaluations reveal that they cannot provide promising typing speed (no faster than 10 WPM (Dube 

& Arif, 2019)). 

 

Yu et al. (C. Yu et al., 2017) used head movement to navigate the cursor and select the character by 

either dwelling on it or pressing a physical button (similar to (Speicher et al., 2018)). Yu et al. (C. 

Yu et al., 2017) also designed a word-level technique (named GestureType). Users perform a gesture 

with their head movement (while pressing and holding the button) to select characters and finish the 
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selection by releasing the button. Although GestureType achieved 24.7 WPM, its frequent head 

movement also brings high physical load to users and may cause discomfort (e.g., dizziness) and 

therefore limit the potential for its wide and long-term use. Rajanna and Hansen (Rajanna & Hansen, 

2018) used eye-tracking data to point at the character (on the virtual keyboard) which is then selected 

by either a button click or dwelling. Ma et al. (X. Ma et al., 2018) navigated the cursor and selected 

characters by analyzing real-time eye-tracking data and brain signals collected from the user. 

However, these gaze-based techniques cannot achieve promising typing speed. 

 

5.2.2 Controller-based Text Entry Techniques 
 

Current VR products (e.g., HTC Vive and Oculus) are equipped with handheld controllers as the 

default input devices. Cubic keyboard (Yanagihara & Shizuki, 2018) arranges all the letters into a 3 

× 3 × 3 spatial layout. Users first press and hold a button on the controller to trigger the keyboard; 

they then select characters by navigating the controller to reach each of the characters; and finally, 

they finish the selection by releasing the button. Speicher et al. (Speicher et al., 2018) proposed four 

techniques with the handheld controller: the first one uses the controller tail to poke the key directly; 

the second one moves the controller (with the ray that is emitted from it) to point at the key and 

confirms the selection by pressing the trigger button; the third and the fourth navigate the cursor by 

either pressing or sliding on the controller trackpad and then confirming the selection by pressing 

the trigger button. 

 

Some techniques used handheld controllers based on real-life metaphors. Drum keys 

(GoogleDaydream, 2016) regard the keyboard as a drum and use controllers as virtual mallets to 

select characters by striking the keys. Boletsis and Kongsvik (Boletsis & Kongsvik, 2019) conducted 

a comparative study among four VR text entry techniques (Raycasting, Drum-like Keyboard, Head-

directed input, and Split keyboard). Results showed that the Drum-like Keyboard outperformed 

other techniques with 21.01 WPM on average. 

 

Min et al. (Min, 2011) integrated all letters and other characters into the 3 × 3 layout. Users point at 

the key with a pointing device and then select the character by pressing the button once or multiple 

times. PizzaText (D. Yu et al., 2018) arranges all characters into a 7-slice circle layout. One uses the 

left thumbstick of a game controller to select the slice and the right thumbstick to select the intended 

character. Wilson and Agrawala (Wilson & Agrawala, 2006) moved the joystick on the game 

controller to highlight the character and finished the selection by pressing the trigger button on the 

controller. Chen et al. (Chen et al., 2019) implemented a smartphone keyboard in the VR 
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environment. Similar to (C. Yu et al., 2017), users can perform a word-level gesture with either the 

beam emitted from the handheld controller or the finger on the smartphone screen. 

 

5.2.3 Summary 
 

Overall, current VR text entry techniques with virtual keyboards (and handheld controllers) cannot 

match the typing speed of physical keyboards (as reported in (Dube & Arif, 2019), mainly between 

24.3 and 68.5 WPM). There are three reasons for that: 1) due to the inadequate ability to determine 

the z-coordinate of the target (Chan et al., 2010), users may inevitably penetrate the keyboard and 

consume extra time and effort recovering after selecting each character; 2) many text entry 

techniques (Ishii et al., 2017; Kim & Kim, 2017; Min, 2011; Rajanna & Hansen, 2018; Speicher et 

al., 2018; Wilson & Agrawala, 2006; C. Yu et al., 2017; D. Yu et al., 2018) require extra steps to 

confirm the selection after navigating the cursor to the intended character, and this tends to consume 

excessive time and movement; 3) most techniques regard characters as the basic input unit. Users 

need to input characters individually and repetitively according to their character selection method 

which may cause pauses among characters and thus reduce the fluidity of text entry. Although some 

gesture-based (word-level) techniques could promote typing speed, they either add extra physical 

burden (Dube & Arif, 2019) or influence the flexibility of handling independent characters (e.g., 

error correction) while performing gestures. In fact, speech recognition can achieve much faster 

typing performance than keyboard-based typing when sending short messages (Ruan et al., 2018) 

and this can be easily implemented in VR scenarios. Whereas, compared with keyboard-based typing, 

voice input techniques encounter the contradiction that it requires a quieter environment and may 

bring disturbance to others when using it in a quiet environment. Although voice input techniques 

also use virtual keyboards to enter text (e.g., revising text), most of the text entry work is finished 

by speech recognition algorithms rather than the keyboard. Therefore, we didn’t include voice input 

in our considerations.    

 

5.3 Sewing-like Interaction 
 

Inspired by the real-life sewing metaphor, we designed the sewing-like interaction, which more 

efficiently achieves successive target selection in VR environments. Based on the sewing-like 

interaction, we design SewTyping to facilitate VR text entry performance using virtual keyboards 

and handheld controllers. 
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5.3.1 Interaction Pattern 
 

To simulate the real-life sewing movement in VR, we first make all virtual targets interactive from 

both the top and the bottom sides of virtual targets. Users navigate the handheld controller towards 

the virtual target and finish the selection by hitting either the top or the bottom side of them. 

Selections will be confirmed as the penetration occurs. 

 

Then, learning from the Drum-like Keyboard (Boletsis & Kongsvik, 2019), we extend a virtual 

mallet (with a small sphere on the tip) from the top of the controller because it is difficult to select 

the target (especially in the limited size) using the whole body of the handheld controller. Users 

move the handheld controller and use the virtual mallet to perform target penetration. 

 

Double-side interactive targets and the handheld controller with a virtual mallet make it possible to 

realize the sewing-like interaction. After hitting one target, there is no need for a backward 

movement (see the dashed part in Figure 5.2a). Instead, as shown in Figure 5.2b, users can move the 

controller directly to the following target and finish the selection. In this case, all targets will be 

“sewed” together with a single and fluid movement rather than repetitive up-and-down movements. 

 

5.3.2 Features 

 
Generally, existing target selection methods in VR are variants of those methods applied in the 

physical world. For instance, hitting virtual targets for selection simulates the pressing process on 

physical buttons; using the ray (e.g., emitted from the handheld controller) to navigate the cursor 

and confirming the selection by button pressing simulate the use of a mouse in graphical user 

interfaces. They are, indeed, feasible to select multiple targets. During the selection with the 

aforementioned methods, all intended targets will be treated independently and selected by loops 

operations of “hitting down and up” or “aim and confirm”. In those cases, there exist pauses among 

each loop of selection. For hitting virtual targets for selection, especially, the extra time and 

movement would be required to recover (i.e., from beneath to above the target) after hitting the 

target. This situation further enlarges the pause among target selections.  

 

Sewing-like interaction attempts to enhance the fluidity of target selections from the following 

aspects. First, sewing-like interaction uses the immediate confirmation to avoid the time 

consumption from the confirmation mechanism (e.g., dwell or pressing a button) and the potential 

mode-switching between navigation and confirmation. Second, the sewing-like interaction regards 

the penetrated movement when hitting the target as a natural advantage to head for the following 
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target. Compared with bouncing on each virtual target, sewing-like interaction allows users to move 

directly towards the following target, thus the time and movement for the hitting down recovery will 

be saved, which improves the selection fluidity. 

 

5.4 SewTyping and Empirical Evaluation 
 

Based on the sewing-like interaction, SewTyping renders the virtual keyboard double-side 

interactive. Users can use the handheld controller (with the virtual mallet on the top) to perform 

sewing-like movements among character keys. For instance, users enter the word “ACT” (shown in 

Figure 5.1) by penetrating down through “A”, up through “C”, down through “T”. For words with 

repetitive characters (e.g., “WOOD”), users can penetrate through “W”, up through “O”, down 

through “O”, and up through “D”. 

 

The goal of this experiment was to evaluate whether SewTyping can improve VR text entry 

efficiency. Therefore, we conducted a between-subjects experiment with 18 participants comparing 

three techniques: Controller Pointing, Drum-like Keyboard, and SewTyping. 

 

 

 

Figure 5.2 Two successive target selection methods: (a) up-and-down “pressing” and (b) 

sewing-like interaction. Sewing-like interaction leverages the penetrable feature in VR to 

achieve the successive target selection by penetrating targets as sewing with a needle on the 

fabric. 
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5.5.1 Participants and Apparatus 
 

We recruited 18 participants for the experiment (6 males and 12 females, aged between 22 and 46 

years, M = 26.56, SD = 5.55, all right-handed, none of them being native English speakers). All 

participants had normal vision without color blindness (14 of them wore glasses for short sight 

correction). None of them had VR text entry experience before the experiment. All participants were 

able to comprehend English sentences and were familiar with the QWERTY keyboard according to 

their self-report. 

 

The experiment system was implemented based on the Cutie keys (Cutiekeys, 2017) in Unity 5.6 

with HTC Vive and its handheld controllers. We set up a spatial area of 2.5m (length) × 2.5m (width) 

× 2m (height) tracking space with two HTC Vive optical trackers. We used a virtual keyboard 

following the QWERTY layout. We also ran a pilot study and confirmed the key size 10cm × 10cm, 

a 3cm gap between keys, 32cm length for the virtual mallet, 1.5cm radius of the sphere on the top 

of the virtual mallet forming a balance between the detection quality of the system and the 

participants’ typing experience. The system ran on a desktop computer with i7-3770 CPU, 16 GB 

RAM, NVIDIA Quadro K4000 graphics card, and Windows 10 operating system. Intelligent-aid 

techniques such as auto-correction and auto-implementation functions were disabled to avoid the 

distraction of incorrect or unexpected auto-entry conditions. 

 

5.5.2 Task and Corpus 
 

In the experiment, all participants were requested to transcribe sentences in the experiment system 

with the assigned technique as fast and accurate as possible. If any typo was detected during the text 

entry process, participants had to correct it with the backspace on the virtual keyboard. 

 

We used a subset of the Enron Mobile Email Dataset (Vertanen & Kristensson, 2011) (107 

sentences, with 20-40 characters each, all in lowercase without any punctuations or numbers) as the 

corpus because 1) all sentences are used on a daily basis and they are easy to memorize (Kristensson 

& Vertanen, 2012) and 2) it shows its validity for evaluating text entry techniques (Speicher et al., 

2018). 

 

5.5.3 Design and Procedure 
 

According to the literature, we choose Controller Pointing and Drum-like Keyboard as the 

comparative techniques for VR text entry techniques (especially with virtual keyboards and 
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handheld controllers) because of their promising text entry rates and error rates, as reported in 

(Speicher et al., 2018) and (Boletsis & Kongsvik, 2019). To be consistent with the evaluation designs 

in (Speicher et al., 2018) and (Boletsis & Kongsvik, 2019), we asked participants to finish the text 

entry in the two-hand condition. Here we describe the operational procedures of the three evaluated 

VR text entry techniques: 

 

• Controller Pointing: participants navigate the ray emitted from the handheld controller to 

point at the intended key and confirm the selection by pressing the trigger button on the 

controller. 

 

• Drum-like Keyboard: participants use the virtual mallet extended from the head of the 

handheld controller to select the character by hitting the character button from the top side 

of it. 

 

• SewTyping: participants use the virtual mallet extended from the head of the handheld 

controller to penetrate down or up through buttons to select the intended characters. 

 

The ray emitted from the handheld controller (for Controller Pointing) and the virtual mallet (for 

Drum-like Keyboard and SewTyping) were visible during the experiment. When the button was 

irradiated by the ray or hit by the virtual mallet, it would be highlighted in light red. Haptic feedback 

was provided as the participant pressed the trigger of the handheld controller (for Controller 

Pointing) or as the button was hit (for Drum-like Keyboard and SewTyping). 

 

To avoid potential interference from the various operation methods of the three techniques 

(especially for Drum-like Keyboard and SewTyping) on data quality, we chose a between-subjects 

design in the experiment. The independent variable was the technique. We randomly and evenly 

arranged 18 participants into three groups. For each group, participants were instructed with only 

one text entry technique and they were requested to transcribe 50 sentences (in five sessions, similar 

to the design of (C. Yu et al., 2017)) randomly chosen from the corpus. In total, the design was: 3 

techniques × 6 participants per technique × 50 sentences = 900 transcriptions. 

 

We first informed participants about the purpose of this study. After participants signed the informed 

consent, we gave a tutorial on the text entry technique assigned to them (due to the between-subjects 

design). Then we instructed participants on how to wear the head-mounted display, hold controllers 

with their left and right hands and sit on the chair in the experiment area where their movement 

could be detected by the HTC Vive optical trackers (see Figure 5.3). Participants had enough time 

(around 7-10 minutes) to practice the assigned technique before the formal experiment. During the 
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practice, we also helped participants to adjust the height and orientation of the virtual keyboard and 

the distance between participants and the virtual keyboard according to participants’ feedback. 

 

The target sentence first appeared on the experiment interface. Then participants were required to 

transcribe the sentence and submit the input by pressing the button on the handheld controller. 

Participants could have a 2-minute rest after every 10 sentences. 

 

 

Figure 5.3 A participant in the VR text entry task with handheld controllers and the virtual 

keyboard floating in the head-mounted display. In this picture, there was an angle of 30 

degrees between the virtual keyboard and the ground. 

 

After the experiment, we used the questionnaire deployed in (C. Yu et al., 2017) (five-scale, one for 

bad, five for good, see Appendix 4) to collect participants’ perceived ratings on speed, accuracy, 

fluidity, fatigue, learnability, and preference. System Usability Scale (SUS) (Brooke, 2013) was also 

used to collect participants’ subjective feedback and comments. 

 

5.5.4 Results 
 

We filtered the data with 3 times the standard deviation of the backspace number and removed 37 

(4.11%) outliers. As the data didn’t pass the normality check, we analyzed the data with the Kruskal-

Wallis test and the post-hoc test using Mann-Whitney tests with Bonferroni correction. 

 

Word per Minute (WPM). For every transcribed sentence, the typing speed is calculated as the 

number of words (every five characters) divided by the transcription time (in minutes) (Feit et al., 
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2016). Overall, SewTyping got the highest WPM (M = 25.94, SD = 6.02). Drum-like Keyboard got 

a higher WPM (M = 22.88, SD = 4.38) than Controller Pointing (M = 18.22, SD = 4.55). A Kruskal-

Wallis test revealed a significant effect of technique on the typing speed (χ2(2) = 239.19, p < .001). 

The post-hoc testing using Mann-Whitney tests with Bonferroni correction showed significant 

differences among the three techniques (all p<.001). Figure 5.4 shows the typing speed of the three 

techniques among five sessions. 

 

 

Figure 5.4 The average typing speed for three techniques in five sessions. Error bars represent 

the standard error. 

 

Inter-key Interval (IKI). IKI is the duration (in milliseconds) between two button selections 

(Terzuolo & Viviani, 1980) (including space and backspace key). We used IKI to evaluate the 

fluidity of text entry. SewTyping got the shortest IKI (M = 440.48, SD = 89.86). Drum-like Keyboard 

got less IKI (M = 493.51, SD = 72.88) than Controller Pointing (M = 621.37, SD = 143.96). A 

Kruskal-Wallis test revealed a significant effect of technique on the IKI (χ2(2) = 317.81, p < .001). 

Post-hoc testing using Mann-Whitney tests with Bonferroni correction showed significant 

differences among the three techniques (all p<.001). Figure 5.5 shows the IKI of three techniques 

among five sessions. 

 

Total Error Rate. As the experiment forced participants to correct typos before submitting the 

transcription, thus we only evaluated the total error rate (equal to the corrected error rate). Total 

error rate is calculated as the number of incorrect-but-corrected characters divided by the sum of 

correct and incorrect-but-corrected characters (Soukoreff & MacKenzie, 2003). The order of the 

average total error rate for the three techniques was: Controller Pointing (4.86%) > SewTyping 

(4.19%) > Drum-like Keyboard (3.9%). A Kruskal-Wallis test did not find a significant difference 

of technique on the total error rate (p = 0.31). 
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Figure 5.5 The average IKI for three techniques in five sessions. Error bars represent the 

standard error. 

 

Subjective Evaluations. SUS results showed that Controller Pointing got the lowest score (M = 69.6, 

SD = 10.66, calculated by the SUS protocol (Brooke, 2013)), Drum-like Keyboard with an average 

of 77.5 (SD = 14.05), SewTyping with an average of 77.9 (SD = 6.79). All three techniques got high 

ratings (the higher, the better) on question No. 7: “I would imagine that most people would learn to 

use this system very quickly”).  

 

Evaluations according to the participants’ subjective perceptions were obtained via a 5-scale 

questionnaire (see Figure 5.6). Results showed that SewTyping got the highest scores on speed (M 

= 4.67, SD = 0.52), fluidity (M = 4.5, SD = 0.55), and learnability (M = 4.83, SD = 0.41). A Kruskal-

Wallis test revealed a significant effect of technique on the speed (χ2(2) = 6.09, p < .05). A post-hoc 

testing using Mann-Whitney tests with Bonferroni correction revealed the significant differences 

between Controller Pointing and SewTyping (p < .05, r = 0.58). 
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Figure 5.6 Participants’ feedback regarding six evaluation perspectives (1 for bad, 5 for good). 

Error bars represent the standard error. 

 

5.5 Discussion 
 

We facilitated VR text entry performance with SewTyping based on sewing-like interaction. In this 

section, we discuss the design of sewing-like interaction and interesting findings we got from the 

empirical study. 

 

From the interaction perspective, sewing-like interaction shares similarities with crossing-based 

(Accot & Zhai, 2002) target selection in VR (Tu et al., 2019) that: 

• They both perform a movement starting from one side to another side of the object. 

• Both of them consider the continuous movement as a solution for successive selections. 

 

Whereas, there are also differences between these two methods:  

• Sewing-like interaction used a virtual mallet (as a needle) to stimulate the sewing movement 

(i.e., penetrating the surface of a 3D virtual object); crossing is the operation that behaves 

more like cutting an object with a beam (i.e., crossing the boundary of the object).  

• Sewing-like interaction focuses on the interaction depth from the target perspective (i.e., the 

thickness of the target), while crossing focuses more on the depth from the VR environment 

perspective (i.e., the distance between targets and users). 

• Sewing-like interaction focuses more on the fluidity enhancement when selecting multiple 

targets while crossing focuses more on the target selection method itself (crossing-based vs. 

ray-based). 
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• Sewing-like interaction allows virtual objects not only interactive from only one side, which 

provides more flexibilities when managing the penetration path (i.e., not mandatory to 

execute penetrations from the same side). By considering the penetration depth, various 

interaction possibilities can be possible when penetrating virtual objects (e.g., rebounding 

after half-penetration means the selection revoke). 

 

Compared with Controller Pointing and Drum-like Keyboard, SewTyping got the shortest IKI, 

which implies that SewTyping could reduce the duration of key selections and enhance the fluidity 

of text entry. The reason is that, because of the participants’ familiarity with the keyboard layout, 

we could leverage the momentum of the penetration movement and save the time and movement by 

allowing them to move directly through to the next key for subsequent selections (based on the 

double-side interactive keyboard). Controller Pointing showed longer IKI for character selection 

because it requires time to complete the confirmation (by pressing the trigger button), release the 

trigger button, and search for the next key. 

 

From the design perspective, SewTyping avoids the repetitive up-and-down character selection 

movement (with sudden acceleration changes), which may cause neuromuscular fatigue (Gates & 

Dingwell, 2008). Although Drum-like Keyboard got increasing typing speed as the session 

proceeded, participants also encountered extra fatigue during the speed-up. One participant using 

Drum-like Keyboard commented that: “I usually strike down keys quickly and hard, thus it brings 

more fatigue (and it consumes more effort) to stop the strike and start the next one, especially when 

I attempted to improve my typing speed”. During the practice, it was interesting to observe that 

participants developed a similar strategy to mitigate the fatigue brought from the technique assigned 

to the participant. All participants chose to keep elbows close to the bodies during text entry. This 

strategy reduced the chance of moving the whole arm when using the assigned technique. Similarly, 

all participants chose to adjust the virtual keyboard in front of them, especially in the area where 

they could mainly move their forearms instead of the whole arm.   

 

The high learnability rating inferred that SewTyping is easy for participants to use. There are two 

reasons for this. First, SewTyping maintains the QWERTY layout, which mitigates the burden of 

learning a new keyboard. Second, the familiarity inspired by the sewing metaphor assists participants 

to understand the way to interact and adapt to the new technique. Additionally, the sewing metaphor 

changes the VR text entry from a task to engaging virtual sewing gameplay with needles (handheld 

controllers) on the fabric (intangible virtual keyboard). 
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SewTyping enters text with a flexible input unit. In detail, SewTyping can arrange characters (with 

any length), even the text revision process (i.e., the use of backspace) into a single and fluid 

movement. Compared with character-level techniques (e.g., Controller Pointing and Drum-like 

Keyboard), SewTyping enhances the fluidity of text entry with fewer pauses between characters. As 

for word-level techniques (e.g., GestureType from (C. Yu et al., 2017)), SewTyping allows revision 

while participants are observing typos or improper content (e.g., misused word) rather than after 

performing a word-level gesture. It is surprising that SewTyping achieved a higher typing speed 

(25.94 WPM) than GestureType (24.73 WPM, as reported in (C. Yu et al., 2017)) without the risk 

of dizziness caused by the frequent head-shaking movement. When typing with two hands, 

SewTyping also enables the sewing-like movement to shift between hands. This means that 

participants can avoid long-distance stretching (e.g., from “z” to “o”) and thus improve the typing 

speed and fluidity. 

 

In the design of VR text entry techniques, SewTyping provides an interesting perspective to consider 

the influence of the penetrable feature of intangible displays. Instead of merely tolerating the 

negative effects of the penetration movement, we exploit it as a potential and turn it into an advantage 

by producing fluid text entry performance. 

 

5.6 Conclusion 
 

In this chapter, we present and validate SewTyping, a novel technique for facilitating efficient VR 

text entry performance on virtual keyboards with handheld controllers. We take advantage of the 

penetrable feature of intangible displays to realize the sewing-like interaction. Users can enter 

multiple characters successively by penetrating up through and down through among keys on the 

virtual keyboard with the handheld controller. We illustrate the design of SewTyping and validate it 

with a user study. Results show that participants can quickly get used to SewTyping and reach 25.94 

WPM with essential training. Participants regarded SewTyping as easy to learn. Furthermore, 

SewTyping is easy to implement in VR applications since the keyboard layout remains unchanged. 

This also avoids extra cognitive load caused by learning and adapting to a new layout. 

  



   

68 

 

 

 

 

 

 

 

 

CHAPTER 6  

GENERAL DISCUSSION 

 

 

6.1 Replacement-based text revision 
 

Swap simplifies the caret control when redesigning the text revision interaction on mobile devices 

to focus on the revision task itself. This produces the following benefits to text revision efficiency. 

First, Swap allows participants to enter content for revision as they observe the revision target (with 

entry speed similar to that of regular text input). This is less disruptive to the flow of mind and input 

because participants can quickly turn their revision intention into real actions without breaking their 

focus in order to navigate the caret. Second, Swap turns high-precision caret control between 

characters into target selection with the expanded layout, which reduces the accuracy requirements 

of the caret control. 

 

Swap provides a new perspective (“replacement”) to interpret the text revision task and to unify 

various text revision conditions into “type first and then replace”. With the symbolized backspace 

and the expanded layout, Swap visualizes all contents (words, spaces between words, and the 

symbolized backspace) during the revision and making the replacement intuitive and easy to 

understand by participants. 

 

Swap improves the deletion efficiency with the symbolized backspace. This diminishes the time 

consumption and the number of repetitive backspace keystrokes when deleting multiple characters 

(e.g., correcting Wi errors). In addition, with the symbolized backspace, the conventional backspace 
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could also reveal advantages in quick corrections (e.g. correcting the typo near the caret (Komninos 

et al., 2018)). 

 

Two user studies showed that Swap can handle both light (e.g., revision in one sentence) and heavy-

load (e.g., revising a paragraph) revision conditions. It indicated that Swap could handle most daily 

text-related conditions, such as instant messaging and long text composition (e.g., email, online 

notes, blogs, etc.). The concept of replacement and the symbolized backspace also shed light on 

symbolizing (or visualizing) more commands for various text revision requirements (e.g., 

bold/italic/underline words, change font size/color, etc.). 

 

To gather more user feedback after studies, we removed most control settings in the user study and 

asked participants to revise a paragraph with improved Swap. All participants commented that 

improved Swap could enhance efficiency and fluency when revising multiple targets. Five 

participants showed their expectations about integrating improved Swap with their own mobile 

devices such as iPads and laptops with multi-touch screens (e.g., Microsoft Surface). 

 

6.2 Design space exploration for VR text revision 
 

Findings of the study on design space exploration for VR text revision not only provide a basic 

understanding on how to use backspace and caret for VR text revision but also show considerations 

and suggestions for the design of future VR text revision tools and techniques. Therefore, here we 

present a set of general design guidelines for text revision in VR environments, highlighting the 

findings and discussions mentioned regarding the design space exploration process and experimental 

results. It should be mentioned again that, although text revision is one of the subtasks in VR text 

input, it is vital for practitioners to realize the importance of text revision when designing novel VR 

text input techniques for practical use. Below are the general guidelines: 

 

1) When designing VR text revision solutions, the following factors should be considered and 

satisfied with high priorities: ease of use, less physical and mental load, and robustness of 

handling various revision conditions. 

 

2) Mix-granularity deletion mechanisms should be used to make sure the flexibility and 

efficiency of both word-level deletion and character-level quick correction. Meanwhile, 

assistive techniques are necessary to enhance the exception handling capacities during 

revision. For instance, providing proper visual feedback to indicate the word-level changes 
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or using recovery functions such as undo and prediction list to minimize the cost of mis-

deletion. 

 

3) Caret control mechanisms should be involved in VR text revision design to provide the 

flexibility of controlling the caret or other similar widgets. Position correction algorithms 

should also be considered for better caret control smoothness and accuracy. 

 

4) As backspace and caret control can be frequently used in conditions with heavy revision 

loads (e.g., editing articles), these two should be implemented with less and subtle 

movement to avoid physical fatigue (e.g., controller button pressing vs. striking the 

backspace with fore-arm movement). 

 

6.3 Sewing-like interaction and SewTyping 
 

Our evaluation validated the feasibility of the sewing-like interaction in the context of VR text entry. 

Besides that, we also found great potentials to apply the sewing-like interaction in more practical 

scenarios: 

 

Spatial gesture design for gaming: Sewing-like interaction sheds light on extending input channels 

(e.g., the spatial orientation or the amplitude when performing the gesture) for current gesture 

designs. For instance, in a VR wizard game, users can perform a vertical “N” gesture (with the 

handheld controller) for the magic spell with normal power. They can also perform a horizontal 

larger “N” gesture for the same spell, but with enhanced power to strike the enemy. 

 

Spatial menu design: 1) We can implement a spatial multi-layer menu and use the sewing-like 

interaction to realize the fluid process of calling out the menu, selecting the category, and selecting 

the intended item under the selected category with a single controller movement. 2) We can also 

arrange various functions into categories and integrate them into only one virtual button. Users can 

trigger different categories by penetrating the button at different angles and then penetrate the 

intended item for selection. 

 

Non-visual text entry: Similar to (Yi et al., 2015), with trajectory detection and machine learning 

algorithms, sewing-like interaction and users’ familiarity with the QWERTY layout can be 

leveraged to achieve freehand text entry in VR without showing the virtual keyboard. 
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Surgical training: As users can use the handheld controller to simulate the real-life sewing behavior 

(penetration movement) in VR environments, a series of applications can be implemented based on 

the sewing-like interaction to imitate medical training such as surgical wound closure and 

venipuncture. 
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CHAPTER 7  

LIMITATION AND FUTURE WORK 

 

For Swap, our current study mainly focused on the tool design and interaction design for text revision 

on mobile devices. Therefore, it encountered several limitations which inspire us to perform further 

evaluations and development. First, quantitative results and subjective evaluations validated the 

feasibility and the advantages of the replacement-based text revision techniques, whereas a long-

term in-the-wild study is still needed to investigate text revision efficiency and changes in user 

behaviors and how to facilitate them efficiently. 

 

Second, to make the replacement-based text revision technique compatible with real-life scenarios, 

more factors could be considered in the following research, such as mobility (e.g., walking), 

workload (e.g., one-hand occupied), keyboard layout, and the size of the touchscreen. 

 

Moreover, it should be noted that multiple intelligent text entry aid techniques and algorithms have 

been embedded into current text input methods. These can also be integrated with Swap for quick 

and seamless text revision operations. 

 

For the text revision exploration in VR, our current work mainly focuses on the design space 

exploration of VR text revision based on backspace and caret. However, it should be noted that, in 

practical use, text revision is often mixed with regular text entry processes, and users often need to 

revise multiple targets. Therefore, one of the future work is to conduct long-term research to 

investigate further on how the proposed techniques could help users to enhance VR typing (and text 

revision) performance in real-world situations. Due to the variety of input devices (e.g., stylus or 

joysticks) applied in VR systems, further implementations and evaluations will be scheduled to 

determine which device is more capable of handling real-life VR text-related tasks. Additionally, 
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further studies will also examine the influence of different caret shapes and various conditions (e.g., 

sitting or standing) on users’ VR text revision performance. 

 

For SewTyping, there are the following aspects for future work. First, as we didn’t evaluate 

SewTyping in the one-hand condition, further study will be conducted to investigate typing 

performance of SewTyping under both unimanual and bimanual conditions. Second, as some text 

entry techniques may include intelligent aids (e.g., auto-correction), we will investigate the influence 

of those techniques on SewTyping performance in a future study. Third, to further understand the 

sewing-like interaction, a series of studies will be conducted to evaluate the influence of factors 

(e.g., the orientation of the target, target size, target shape, the gap between targets, visual and haptic 

feedback, length of the virtual mallet, etc.) on users’ interaction performance. Last but not least, with 

the popularity of auto-aid techniques (e.g., autocorrection algorithms), we will also integrate those 

smart features into the design of SewTyping and make it as a practical and powerful tool to facilitate 

users’ VR typing performance.  
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CHAPTER 8  

CONCLUSION 

 

 

In the foreseeable future, text input will still be essential and vital when users interacting with mobile 

devices and VR systems. In that caser, effective and well-designed (according to the scenario) text 

input methods could bring more benefits and satisfaction to users when they type. Our target is to 

re-design the mobile and VR text entry and text revision tools and processes to make them more 

adaptive to the applied scenarios. 

 

Instead of using the existed text input solutions (that applied on physical keyboards), we present two 

improvement designs. First, we propose a novel interaction paradigm (Swap) and related techniques 

for effective text revision with less use of backspace and caret control. Compared with the 

conventional text revision process (based on the caret and backspace), Swap uses the replacement 

operation to unify the text revision process regarding various text revision conditions. By allowing 

users to enter the revision content first, Swap can either leverage users’ regular typing speed during 

text revision or decrease the potential of committing cascading mis-operations. We validate the 

feasibility of Swap by conducting a series of comparative user studies between Swap-based and 

conventional text revision techniques. Apart from improving users’ text revision performance, we 

also combine the daily-life sewing metaphor with the penetrable feature of intangible displays to 

enhance text entry efficiency and fluidity in VR systems.  

 

Our work provides new perspectives to criticize current text input solutions applied in mobile 

devices and to seek opportunities to improve users’ text input satisfaction and efficiency. We hope 

that, through our attempts, users could focus on the real tasks rather than text input itself when typing 

on mobile devices and VR applications. 
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APPENDIX 1 

NASA-TLX 

 

 

NASA-TLX is a subjective assessment tool to measure users’ workload in a certain task from the 

following perspectives: mental demand, physical demand, temporal demand, performance, effort, 

and frustration. Details are illustrated in the webpage from NASA 

(https://humansystems.arc.nasa.gov/groups/TLX/).  

 

Instruction. After the user finished the task, the user will receive the NASA-TLX questionnaire. 

Then the user needs to recall and self-evaluate his/her performance in the task. Finally, the user will 

be required to mark their load on the 21-scale axis for each of five perspectives. 

 

Physical Demand                   How mentally demanding was the task? 

 

 

Very low                                                        Very high 

 

Physical Demand                   How physically demanding was the task? 

 

 

Very low                                                        Very high 

 

 

Temporal Demand                  How hurried or rushed was the pace of the task? 

 

 

Very low                                                        Very high 

 

 

 

https://humansystems.arc.nasa.gov/groups/TLX/
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Performance   How successful were you in accomplishing what you were asked to do? 

 

 

Very low                                                        Very high 

 

Effort       How hard did you have to work to accomplish your level of performance? 

 

 

Very low                                                        Very high 

 

Frustration    How insecure, discouraged, irritated, stressed, and annoyed were you? 

 

 

Very low                                                        Very high 
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APPENDIX 2 

7-POINT LIKERT-SCALE FOR SWAP 

 

 

This 7-point Likert-scale is used to evaluate users’ subject attitudes towards our proposed text 

revision technique on mobile devices. We ask the user to rank on the complexity, fatigue, difficulty, 

dislike, and frustration when using the technique (1 for the lowest, 7 for the highest).  

 

 

Perspective  

Complexity 1 2 3 4 5 6 7 

Fatigue 1 2 3 4 5 6 7 

Difficulty 1 2 3 4 5 6 7 

Dislike 1 2 3 4 5 6 7 

Frustration 1 2 3 4 5 6 7 
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APPENDIX 3 

SYSTEM USABILITY SCALE (SUS) 

 

 

Here list the 10 questions in the SUS we used for gathering users’ feedback. Users were requested 

to give scores on those 10 questions with the scale of 1-5 (1 for strongly disagree, 5 for strongly 

agree). 

 

Questions: 

1. I think that I would like to use this system frequently. 

2. I found the system unnecessarily complex. 

3. I thought the system was easy to use. 

4. I think that I would need the support of a technical person to be able to use this system. 

5. I found the various functions in this system were well integrated. 

6. I thought there was too much inconsistency in this system. 

7. I would imagine that most people would learn to use this system very quickly. 

8. I found the system very cumbersome/awkward to use. 

9. I felt very confident using the system. 

10. I needed to learn a lot of things before I could get going with this system. 
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APPENDIX 4 

5-POINT LIKERT-SCALE FOR SEWTYPING 

 

 

This 5-point Likert-scale is used to evaluate users’ subject attitudes towards our proposed VR text 

entry technique. We ask the user to rank on the speed, accuracy, fluidity, fatigue, learnability, and 

preference when using the assigned technique (1 for bad, 5 for good). 

 

 

Perspective  

Speed 1 2 3 4 5 

Accuracy 1 2 3 4 5 

Fluidity 1 2 3 4 5 

Fatigue 1 2 3 4 5 

Learnability 1 2 3 4 5 

Preference 1 2 3 4 5 
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