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Abstract

The adaptive neuro-fuzzy inference system (ANFIS) is employed in a vast range of

applications because of its smoothness (by Fuzzy Control (FC)) and adaptability (by

Neural Network (NN)). Although ANFIS is better in non-linear optimization, two major

loopholes must be addressed thoroughly. They are the curse of dimensionality and

computational complexity. To overcome these complications, a novel usage of the ANFIS

model is proposed as Cascaded-ANFIS. As the primary source of this algorithm, a

general two-input one-output ANFIS algorithm is used. The novel algorithm has two

main modules called pair selection and training model. Pair selection selects the best

match for the inputs, while the training module generates the output. The cascaded

behaviour of the novel algorithm causes additional iterations to advance to the best

solution. Even though the number of parameters that need to be adjusted increases at

each additional iteration, the algorithm’s complexity may stay stable.

The reliability and excellent performance of the Cascaded-ANFIS were tested by per-

forming various experiments. Initially, two-hybrid state-of-the-art algorithms are used to

compare the performance of the novel algorithm, namely, Particle Swarm Optimization

based ANFIS (ANFIS-PSO) and Genetic Algorithm based ANFIS (ANFIS-GA). Fur-

thermore, individual performance is presented for seven publicly recognized data sets.

The results have demonstrated that, for some data sets, the Root means square error

(RMSE) can be a minimum of 0.0001. Furthermore, the novel algorithm was used in

several practical applications.

Automated fruit identification is always challenging due to its complex nature. Usually,

the fruit types and sub-types are location-dependent; thus, manual fruit categorization

is still a challenging problem. As the first application in real-time, the Cascaded-ANFIS

was used on image classification tasks. Literature showcases several recent studies incor-

porating the Convolutional Neural Network-based algorithms (VGG16, Inception V3,

MobileNet, and ResNet18) to classify the Fruit-360 dataset. However, none is com-

prehensive and has not been utilized for the total 131 fruit classes. In addition, the

computational efficiency was not the best in these models.

A robust, comprehensive, novel study is done to identify and predict the entire Fruit-

360 dataset, including 131 fruit classes with 90,483 sample images. An algorithm based

on the Cascaded Adaptive Network-based Fuzzy Inference System (Cascaded-ANFIS)

was effectively utilized to achieve the research gap. Colour Structure, Region Shape,

Edge Histogram, Column Layout, Gray-Level Co-Occurrence Matrix, Scale-Invariant

Feature Transform, Speeded Up Robust Features, Histogram of Oriented Gradients,

and Oriented FAST and rotated BRIEF features are used in this study as the features
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descriptors in identifying fruit images. In this study, the algorithm was validated using

two methods: iterations and confusion matrix.

The results show that the proposed method has a relative accuracy of 98.36%. The

Fruit-360 dataset is unbalanced; therefore, the weighted precision, recall, and F1-Score

were calculated as 0.9843, 0.9841, and 0.9840, respectively. In addition, the developed

system was tested and compared against the literature-found state-of-the-art algorithms.

Comparison studies present the newly developed algorithm’s acceptability for handling

the entire Fruit-360 dataset and achieving high computational efficiency. Furthermore,

the Cascaded-ANFIS was employed in several other real-world applications in different

fields, such as hydropower and flood and forecasting.

Hydropower is a crucial power source in the current world, and there is a vast range

of benefits in forecasting power generation for the future. This study focuses on the

significance of climate change on the future representation of the Samanalawewa Reser-

voir Hydropower Project in Sri Lanka using an architecture of the Cascaded ANFIS

algorithm.

Moreover, the study assessed the capacity of the novel Cascaded ANFIS algorithm for

handling regression problems and compared the results with the state-of-art regression

models. The inputs to this system were the rainfall data of selected weather stations

inside the catchment. The future rainfalls were generated using Global Climate Models

at RCP4.5 and RCP8.5 and corrected for their biases. The Cascaded ANFIS algorithm

was selected to handle this regression problem by comparing the best algorithm among

the state-of-the-art regression models, such as RNN, LSTM, and GRU. The Cascaded

ANFIS could forecast the power generation with a minimum error of 1.01, whereas the

second-best algorithm, GRU, scored a 6.5 error rate. The predictions were carried out

for the near future and mid-future and compared against the previous work. The results

show that the algorithm can predict the variation of power generation with rainfall with

a slight error rate. It was found that the research can be utilized in numerous areas for

hydropower development.

The Rainfall-Runoff (R-R) relationship is essential to the hydrological cycle. Sophisti-

cated hydrological models can accurately investigate R-R relationships; however, they

require many data. Therefore, machine learning and soft computing techniques have

taken the attention in the environment of limited hydrological, meteorological, and geo-

logical data. The accuracy of such models depends on the various parameters, including

the quality of inputs and outputs and the used algorithms. However, identifying a per-

fect algorithm is still challenging. This study presents a method using Cascaded-ANFIS

to predict runoff based on rainfall accurately. This study compared the model against

three regression algorithms: Long Short-Term Memory, Grated Recurrent Unit, and Re-

current Neural Networks. These algorithms have been selected due to their outstanding

performances in similar studies. The models were tested on the Mahaweli River, the
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longest in Sri Lanka. The results showcase that the Cascaded-ANFIS-based model out-

performs the other algorithms. In addition, Shared Socio-economic Pathways (SSP2-4.5

and SSP5-8.5 scenarios) were used to generate future rainfalls, forecast the near-future

and mid-future water levels, and identify potential flood events. The future forecasting

results indicate a decrease in flood events and magnitudes in both SSP2-4.5 and SSP5-

8.5 scenarios. Furthermore, the SSP5-8.5 scenario shows drought weather from May to

August yearly. The results of this study can effectively be used to manage and control

water resources and mitigate flood damages.

Hydrologic models require atmospheric, dynamic and static models to simulate river flow

from catchments. Thus the accuracy of hydrologic modelling highly depends on the data

quality. Therefore, simulation is always challenging in data-scarcity environments. In ad-

dition, physical flow measurements are infeasible in the Spatiotemporal domain, and soft

computing techniques are helpful in river flow simulation in data-scarcity environments.

This research proposes model implementation using the Cascaded-ANFIS algorithm to

simulate river flows in the Spatiotemporal domain with limited input rainfall data. The

developed generic rainfall-river flow model was applied to five river basins in differ-

ent geographical and climatic areas and tested its accuracy against the measured river

flows. Six statical metrics were used to evaluate the accuracy of the developed model. In

addition, the proposed algorithm was tested against state-of-the-art machine learning al-

gorithms such as Recurrent Neural Network, Linear Regression, Ridge Regression, Lasso

Regression, Long Short-Term Memory, and Gated Recurrent Units. Excellent accept-

ability of simulated river flows against measured river flows can be presented irrespective

of land use, geographic, and climatic regions.

Moreover, hydrologic models to simulate river flows are computationally costly. In ad-

dition to the precipitation and other meteorological time series, catchment characteris-

tics, including soil data, land use and land cover, and roughness, are essential in most

hydrologic models. The unavailability of these data series challenged the accuracy of

simulations, thus impacting related designs. However, recent advances in soft comput-

ing techniques offer better approaches and solutions at less computational complexity.

These require a minimum amount of data; however, they reach higher accuracies de-

pending on the quality of data sets. The Gradient Boosting Algorithms and Adaptive

Network-based Fuzzy Inference System are two such systems that can be used in sim-

ulating river flows based on the catchment rainfall. In this paper, the computational

capabilities of these two systems were tested in simulated river flows by developing the

prediction models for Malwathu Oya in Sri Lanka. The simulated flows were then com-

pared with the ground-measured river flows for accuracy. Correlation of coefficient (R),

Per cent-Bias (bias), Nash Sutcliffe Model efficiency coefficient (NSE), Mean Absolute

Relative Error (MARE), Kling-Gupta Efficiency (KGE), and Root mean square error

(RMSE) were used as the comparative indices between Gradient Boosting Algorithms
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and Adaptive Network-based Fuzzy Inference Systems. Results of the study showcased

that both systems can simulate river flows as a function of catchment rainfalls; how-

ever, Cat gradient Boosting algorithm (CatBoost) has a computational edge over the

Adaptive Network Based Fuzzy Inference System (ANFIS). The CatBoost algorithm

outperformed other algorithms used in this study. However, more applications should

be considered for sound conclusions. Therefore, as a conclusion of this dissertation the-

sis, it can be stated that the Cascaded-ANFIS has more outstanding capabilities and

higher robustness than most of the traditional and black-box algorithms.
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Chapter 1

Introduction

1.1 Overview

Machine Intelligence (MI), Artificial Intelligence (AI), and Machine Learning (ML) are

not the same, but they are distinct from each other. Figuring out the difference in these

terms is essential when implementing systems. For example, if the difference among

the above three terms is unknown, the research outcome can become an automation

project. Knowing the potential of MI, AI, and ML is essential. A machine can work as

an automation system or as an intelligent system. Automation is simply the work done

successfully by a computer, which humans assign. When a machine is programmed to

learn trends and patterns, selecting the best option from a collection of possible options

is ML. Machine intelligence is a crucial factor in the machine learning process. With

the ability of MI, the machine becomes capable of tackling more complex problems

Predicting severe retinopathy of prematurely using machine learning in healthcare [1],

underwriting process algorithms [2], analysis in stock market [3] are some of the complex

scenarios. AI can retain all data available today and generate brand-new solutions for

challenges. AI has become superior to the human brain by producing solutions humans

have never considered.

When an algorithm can approximate a solution to a problem, it is called a heuristic.

Heuristic algorithms always depend on the problem environment. Hence, it is convenient

to say that heuristic algorithms are problem-dependent. Nevertheless, there are meth-

ods/algorithms which can be used in many situations called meta-heuristic algorithms.

These methods are independent of the problem environment, enabling the solution to

2
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be used in many problems. However, meta-heuristic is a descendant of heuristic algo-

rithms [4]. Besides, a higher level of heuristic is meta-heuristic. Because meta-heuristic

algorithms can select the best solutions by learning from past solutions and performing

sophisticated search moves, meta-heuristic is not a trial and error method [5].

Meta-heuristic shines much better in Computational Intelligence (CI). For many years,

CI has been an active topic in almost every field of science [6]. CI has recently begun

to dominate in many fields by combining the power of meta-heuristic algorithms. [7].

Today, AI is capable enough to care for knowledge-based systems [8–11]. It is also proven

that rather than using proper methods such as Neural Networks (NN) or Fuzzy Logic

(FL), combining the techniques gives remarkable results in data-driven approaches such

as Adaptive Network-Based Fuzzy Inference System (ANFIS) [12–15]. Therefore, recent

researchers have been deploying this method in many fields such as control, identification,

and prediction [16–18, 18–20]. The best trade-off between NN and FL is ANFIS. Jang,

in 1993 introduced ANFIS to the world of artificial intelligence [21].

ANFIS is known to have a high degree of accuracy. Hence, it is used in many fields

such as Engineering, medicine, transportation, business, and economics [22]. Many

researchers found that ANFIS performs well when there are few inputs. In [23, 24], the

authors have used less than five inputs to their ANFIS systems, and authors in [25] have

used six inputs for their experiments. In recent years most researchers have tried to

expand the ANFIS models to use more input data since this is the era of the Big-Data

paradigm.

In recent years, a significant contribution to overcome the ANFIS limitations has been

made by researchers worldwide. Reducing input data by selecting the best from the

input set and reducing the rule base to overcome the computational complexity can be

considered. Some novel implementations of ANFIS methods involve removing layers

from the original ANFIS structure. In paper [26], the authors have removed the third

layer to save computation time and reduce the complexity. Rather than using the

raw version of ANFIS models, researchers tend to change the parameters and system

variables to find better solutions in complex systems. Although knowledge-based systems

can predict, control, and identify complex systems or models, combining optimization

algorithms can result in better global minimum and computational complexity solutions.

Optimization is one of the primary processes in data learning techniques. The art of

making the right decisions is called optimization. Hence, one of the most compelling

tasks when dealing with many scientific and engineering problems is optimization [27].
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Optimization can minimize costs and maximize efficiency. Generally, these tasks can be

solved using traditional analytical methods. When the task is multi-model, multidimen-

sional, and noisy, the general optimization methods find it hard to give the optimum

solution. This problem results in more complex methods being born into the family of

optimization. Many researchers in the world provide better solutions day by day. Never-

theless, the optimum solution is still out there to be found. Mostly, all the optimization

algorithms are meta-heuristic algorithms. Some existing optimization algorithms which

give immediate solutions to the optimum are Genetic Algorithms (GA) [28–30], Particle

Swarm Optimization (PSO) [31–34], Artificial Bee Colony (ABC) [35–37], Ant Colony

Optimization (ACO) [38] and Bacterial Foraging (BF) [39]. In [40], Cat Swarm Op-

timization (CSO) is occupied with sharpening ANFIS. It can be observed that these

optimization methods were inspired by nature.

There is also a considerable effort in overcoming the limitation of the curse of dimension-

ality of ANFIS. In [41], a wrapper feature selection method is introduced for the Twitter

sentiment classification model. With a big data processing platform, a feature selection

method is presented in the paper [42]. Authors in [43] discuss a novel intuitionistic

fuzzy clustering algorithm for multiple object tracking based on feature selection. A

feature selection that uses a fuzzy boundary area for the nearest neighbour classification

is presented in [44].

In recent times, fuzzy logic has been extensively used due to nonlinear properties, robust-

ness, and easy implementation [45]. Some research has been performed to reconstruct

the input features using fuzzy sets to reduce the influence of uncertainties [46]. Nonethe-

less, there is still a qualitative difference between the desired and experimental outputs.

Previous research has shown four drawbacks of the existing algorithms as follows [47].

1. Computational burden: It is a common problem in all optimization problems.

Though the algorithms have high accuracy, computational power is more difficult

to obtain.

2. Time consumption: Time consumption has also become a huge obstacle researchers

must overcome.

3. Application restriction: The state-of-the-art algorithms are not feasible enough to

use in every application due to the lack of adaptiveness.
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4. Curse of dimensionality: There is always a typical drawback when fuzzy logic is

engaged in an algorithm known as the curse of dimensionality. Typically, using

fuzzy logic is challenging to handle multidimensional data as inputs. Hence, most

algorithms use the pre-processing stage, where they use feature selection steps to

determine the best features and reduce the dimension of the inputs.

1.2 Research objectives

According to the above analysis, the novel approach called Cascaded ANFIS is designed

to overcome most problems. Consequently;

1. presents a novel optimization algorithm based on ANFIS for classification prob-

lems. This method provides computational simplicity due to using two input

ANFIS models as the base.

2. capability of handling a vast amount of input variables. Data reduction is not

compulsory for multi-variable data sets. Since the noise data is used in training

the model, implementing this algorithm is promising in real time.

3. Instead of determining the data redundancy, this algorithm presents a novel pair

selection method using the same two-input ANFIS model.

Moreover, the proposed algorithm was employed in many applications to bring the most

accurate solutions when compared with the state-of-the-art traditional and black box

algorithms. The real-time applications where the Cascaded ANFIS was employed can

be pointed out as follows.

1. Image classification task

2. Hydropower forecasting

3. Rainfall-runoff prediction and forecasting

4. Germination of seeds prediction

1.3 Structure of the dissertation

This dissertation is divided into eight chapters, each dealing with different accounts.

The content of the dissertation is as follows.
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• Chapter 2: Introduction proof and implementation of the novel algorithm: The

Cascaded ANFIS – A novel Adaptive Network-based Fuzzy Inference System Ap-

proach.

• Chapter 3: Application of Image classification - Fruit 360 dataset Classification.

• Chapter 4: Application of Energy generation Prediction and Forecasting - Hy-

dropower forecasting in Sri Lanka.

• Chapter 5: Application of Flood Forecasting - Mahaweli river flood prediction, a

case study in Sri Lanka.

• Chapter 6: Application of Generic rainfall-runoff model implementation - A com-

bined case study from Japan, Vietnam and Sri Lanka.

• Chapter 7: Investigation of computational capability of Gradient Boosting algo-

rithms - Investigation of Malwathu river flooding, a case study in Sri Lanka.

• Chapter 8: Investigation of Seeds classification - Rice seeds classification based on

age.

• Chapter 9: Designing and Simulation of ANFIS-based UAV controller.

• Chapter 10: Investigation of Hand gesture recognition - Effective attempt to rec-

ognize hand gestures using gradient boosting algorithms.
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Chapter 2

The Cascaded ANFIS – A novel

Adaptive Network-based Fuzzy

Inference System Approach

Chapter 2 presents a comprehensive explanation of the related work, the theory behind

the algorithm, and the implementation flow of the proposed algorithm. This work is

published in the International Journal of Fuzzy systems [1].

2.1 Related Works

2.1.1 Non-Linear optimization

Searching for the largest or smallest value with given constraints is called nonlinear

optimization within a nonlinear objective function. Consider the following minimiza-

tion problems. The minimization nonlinear optimization problem can be defined as in

equation (1);

Minimize f(x)

subjected to:

gi(X) ≤ 0, (i = 1, 2, 3, ..., p)

hj(X) = 0, (j = 1, 2, 3, ..., q)

xn ∈ |xr, xr|, (d = 1, 2, 3, ..., r)

(2.1)

Here, the optimization function is f where X = [x1, ..., xr]T is the solution. The maxi-

mum and minimum permissible are xr and xr. Moreover, the optimization function is

13
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r dimensional, and equality and inequality constraints are given by gi(X) and hj(X),

respectively. At a glance, there can be different methods of reaching the solution space

for this specific optimization problem, such as PSO, GA, ABC, and ACO. Most of these

methods are population-based algorithms.

2.1.2 ANFIS algorithm

Jang introduced a versatile and very intelligent hybrid system called ANFIS in 1993.

ANFIS is a perfect collaboration between neural networks (NN) and fuzzy inference

systems (FIS) [2]. The collaboration of NN and FIS brings their strengths to the AN-

FIS system. Moreover, the most significant advantage of this network is the system’s

transformation to simple if-then rules [3]. The arrangement of if-then rules of ANFIS

provides the ability to deal with non-linear functions. It is proven that ANFIS has been

used in many research areas and shows powerful results overall. ANFIS is well known to

combine with various ranges of algorithms to decrease training phase error. For example,

gradient descent and the least square method can be combined and used to optimise the

effectiveness of searching for the best parameters.

ANFIS works similarly to the fuzzy system, which Takagi introduced, to Sugeno in 1985

[4]. A least-squares approach is used to determine the consequence factors in the forward

section, and the backward learning phase is based on the gradient least-squares approach.

Then, gradient descent in the regressive advance is used to reset the parameters.

Generally, ANFIS consists of five layers: the input layer, the membership function layer,

the fuzzification layer, the defuzzification layer, the normalization layer, and the output

layer, respectively. Further explanation is based on Figure 2.1, assuming two inputs into

the ANFIS system, namely x and y. The output is f . Following the Sugeno FIS, the

if-then rule configuration of ANFIS can be denoted in the following equation.

f1 = p1x+ q1y + r1, assume x = A1, y = B1

f2 = p2x+ q2y + r2, assume x = A2, y = B2

Here, A1 and B1 are fuzzy sets, and pi, qi, and ri are design parameters where i = 1, 2.

The first layer of the ANFIS structure is the membership layer. All the nodes in this

layer are adaptive. Membership grades are generated in this layer for each input. The

functionality can be expressed as in the following equations:
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Figure 2.1: ANFIS schematic view

O1,i = µAi(x) i = 1, 2 (2.2)

O1,j = µBj(y) j = 1, 2 (2.3)

Where x and y are the inputs. Linguistic labels for the nodes are denoted as Ai and Bi.

µAi(x), and µBj(y) are adaptable, and they are the membership grades for a fuzzy set

A (A1, A2, B1 and B2). For instance, if the membership functions are bell-shaped, the

following equation is employed.

µAi(x) =
1

1 +

{(
x−ci
ai

)2
}bi (2.4)

Here, bell-shaped function parameters are ai, bi, and ci accordingly.

In the next layer, simple multiplication is performed, and this layer consists of fixed

nodes. The mathematical expression of the layer can be presented as follows.

O2,i = wi = µAi(x) × µBi(x) i = 1, 2 (2.5)

The next layer is a fixed node normalization layer. The normalization of the output from

the second layer is performed in this layer. The following equation shows the operation.
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O3,i = w =
wi

w1 + w2
i = 1, 2 (2.6)

Here, the firing strength of nodei is presented by wi.

The fourth layer can simplify the production of the normalized output from the third

layer. This layer is adaptive, and the output can be presented using the following

equation.

O4,i = wfi = wi(pi + qi + ri) i = 1, 2 (2.7)

The final layer has only one node, and it is fixed. This node does the summation of all

incoming inputs. Finally, the overall outcome can be prevented by using the following

equation.

O5,i =
2∑
i=1

wifi =
wif1 + w2f2
w1 + w2

(2.8)

ANFIS has better learning ability because back-propagation and least square approaches

make the system more precise and faster convergence, as mentioned before; there are

six consequent parameters in this system (assuming bell-shaped membership functions

are used). To obtain the best cost, tuning these parameters is the main objective of this

ANFIS system. Back-propagation is determined to change the parameters in the first

layer, and the least square approach is responsible for the fourth layer parameter tuning

[5].

2.2 The proposed algorithm - Cascaded ANFIS

As mentioned in the above paragraphs, ANFIS has its limitations. Mainly, the curse

of dimensionality and the computational complexity [6]. Researchers propose some

methodologies to overcome this cause, but the final result is questionable. Hence, this

novel optimization algorithm aims to narrow the solution space between prediction and

reality.

In this section, the novel Cascaded ANFIS method is presented in detail. The overall

algorithm can be introduced using Figure 2.2. This algorithm can also be introduced as

an extension of ANFIS. Because rather than having five layers for the ANFIS algorithm,

there are iterations that can navigate the solution to be more precise.
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Compared to the novel algorithm with the traditional ANFIS algorithm, the main dif-

ference is that the output of the traditional ANFIS algorithm becomes the input of the

subsequent usage of the traditional ANFIS algorithm. But, as in the general ANFIS

algorithm, fuzzy is used for the fuzzification process in the inner layers of the ANFIS

model. Fuzzification is performed using membership functions by converting numerical

values into fuzzy members.

The Cascaded ANFIS algorithm consists of two main modules.

1. Pair Selection Module

2. Training Module

The Pair Selection module gives a solution to the first main limitation of ANFIS. It

is general practice to reduce the input features before using an algorithm. But the

novel algorithm uses all the features to build a robust model, which can also benefit

noisy data sets. The Training Module of the novel Cascaded ANFIS algorithm handles

computational complexity. Each step can be introduced in detail as follows.

Figure 2.2: Overall flow diagram of novel Cascaded ANFIS algorithm
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2.2.1 Input module

Here, the raw inputs are fed into the Cascaded ANFIS model. Initially, the inputs are

paired using the Pair selection module. This particular ANFIS system uses a single

module of two input ANFIS models to calculate all the solution points. The usage of

the two-input ANFIS model is explained in the next section.

2.2.2 Pair selection module

The pair Selection module is a Sequential Feature Selection (SFS) process. The complete

process of the pair selection module can be demonstrated using figure 2.3. The novelty

of this method uses two inputs and one output ANFIS model to determine the best

match for each input variable.

Figure 2.3: Pair Selection Module Structure

As shown in the figure, the final output is the matching pair. Therefore, a nested loop

is used to go through every two pair combinations. In the figure, NI is the number of

input variables. The first two input variables are initially selected and named inputi

and inputj . They are used as the input of the two-input ANFIS model, as shown in

the figure. The root means square error (RMSE) is calculated and stored, and then the
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RMSE (Ep) is checked against the previous RMSE (Eprev). At the end of the second

loop, the matching pair can be extracted by observing the lowest RMSE value. Once

the pairs are selected, the training phase can be initialized.

2.2.3 Train model module

Figure 2.4: Example of Train Module Structure

Two input ANFIS model is adopted here as well. Since the input variables are paired

with the best match from the previous module, the input can be delivered directly to

the ANFIS module, generating current outputs and RMSE for each data pair. At this

point, there is also a pre-defined target error. Thus, the RMSE is compared with the

Figure 2.5: Performance for Breast Cancer data set
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Table 2.1: ANFIS network parameters

Configuration
Membership Parameter
Kalman Parameters
Nodes
Number of membership functions
Number of inputs

Algorithm 1: Pseudo-code for Pair selection

initialization
MaxIterations = x
(datainput, dataoutput) = LoadData
ni = size(input variables)
while MaxIterations is not equal to 0 do

if MaxIterations = 1 then
input = datainput

else
input = outputprev

end
for i = 1:ni do

for j = 1:ni do
(network,outputprev,RMSE) = ANFIS(input(i), input(j),dataoutput)
if RMSE is less than minerror save pair indexes

end
pair = pair + 1

end
Iterations = Iterations - 1

end

target error. If the target error is achieved, the process can be terminated. Else, the

algorithm advances to the second iteration. The process of the iteration advancement

can be explained in detail using figure 2.4.

Figure 2.4 illustrates an example approach of the Cascaded ANFIS model. As shown

here, assume that there are four input variables in an optimization problem called

X1,X2,X3, and X4, respectively.

input = {X1, X2, X3, X4} (2.9)

As explained in the pair selection section, the input is paired with the best match as

shown in equation 2.10 below.

inputpairs = {X1, X3}, {X2, X1}, {X3, X4}, {X4, X1} (2.10)
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Algorithm 2: Pseudo-code for Train model

initialization
MaxIterations = x
(datainput, dataoutput) = LoadData
ni = size(input variables)
Iterations = 1
while Iteration is not equal to MaxIterations do

if Iterations = 1 then
input = datainput

else
input = outputprev

end
for i = 1:ni do

(network,outputprev,RMSE) = ANFIS(input(pair1), input(pair2),dataoutput)
nets [Iterations][i] = network
output[i] = outputprev
error[Iterations][i] = RMSE

end
Iterations = Iterations + 1

end

Algorithm 3: Pseudo-code for the testing process

initialization
MaxIterations = x
Load data from training process
ni = size(input variables)
Iterations = 1
while Iteration is not equal MaxIterations do

if Iterations != 1 then
input = outputprev

end
for i = 1:ni do

import ANFIS network
import pair combination
output = EVALUATE (network, pair combination)
Calculate the best cost

end
Iterations = Iterations + 1

end

Then, using two input ANFIS models for each pair, two outputs are generated, namely,

RMSEi and the predicted output (Yi). They can be obtained using the following equa-

tions 2.11 and 2.12.

RMSE =

√
(A− P )2



2.2 The proposed algorithm - Cascaded ANFIS 22

RMSEA,P =

[
N∑
i=1

(OAi −OPi)
2

N

] 1
2

(2.11)

f =
w1

w1 + w2
f1 +

w2

w1 + w2
f2 +

w3

w2 + w3
f3 +

w4

w3 + w4
f4 (2.12)

Where A and P are actual results and predicted results, respectively. N is the sample

size. Obtaining the results for RMSE and Y completes the initial iteration. The RMSE

error can now be compared with the goal error and proceed to the next iteration ac-

cordingly. When moving to the next iteration, the speciality is that the output from the

first iteration, which are Y1, Y2, Y3, and Y4, will act as inputs for the second iteration.

Note that the first iteration generated four unique ANFIS network parameter sets. The

second iteration also generates four unique ANFIS network parameter sets. ANFIS

parameters that are used in this implementation are stated in Table 1. These parameters

are used in the testing section of the algorithm.

In each iteration, mainly, six parameters are adjusted to narrow the error between the

prediction and the actual results in each ANFIS structure. As shown in figure 2.4,

the example has four inputs. Hence, four ANIFS structures have been used to obtain

the outputs on the first iteration. In this case, the number of parameters that have

been tuned is 24. Because each ANFIS structure has p, q, and r design parameters

and membership parameters (if bell-shaped: 3 parameters), the first iteration has 24

parameters (6 ∗ 4 ANFIS structures) for tuning. If the system advances to the next

iteration, again, there will be another 24 unique parameters. Hence, increasing the

number of iterations increases the complexity of the novel ANFIS algorithm. But, the

algorithm is designed to operate only one ANFIS structure simultaneously. Hence, the

complexity stays stable as two inputs ANFIS structure. However, the number of tuned

parameters increases the accuracy of the optimization solution. Breast Cancer data set

optimization performance in each iteration is shown in Fig 2.5, which provides a better

understanding of the algorithm.

2.2.4 Pseudo-code explanation

The pseudo-codes for each section is demonstrated in the below sections.

The above pseudo-code describes how the pair selection operates on the input variables.

A two-input ANFIS model obtains the network variables, outputs, and RMSE values.
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Nested loops are responsible for going through all possible combinations of input vari-

ables. After selecting the best pairs for the two input ANFIS model, the training process

can be advanced.

Algorithm 2 presents the pseudo-code for the training model. As shown in the diagram,

for each input variable, a unique ANFIS model is dedicated to providing the outputs

such as networks, outputs, and RMSE. These outputs are stored later in the iteration

shifting and training phase.

Testing is performed using the results of the training step. As presented in algorithm 3,

the data is imported and used to evaluate the Cascaded ANFIS method. At the end of

the testing process, the best cost is calculated using the predicted and actual results.

Table 2.2: Data sets used for evaluating the Cascaded-ANFIS

Dataset Features Classes Instances

IRIS 4 3 150
Breast cancer 9 2 116
Statlog (Vehicle Silhouettes) 18 4 946
Sports articles for objectivity analysis 59 2 1000
Superconductivity 81 7 21263
Musk 1 168 2 6598
Human Activity Recognition Using Smartphones 561 6 10299

IRIS Breast Cancer Vehicle

0

0.2

0.4

Data Sets

E
rr

or

ANFIS-PSO ANFIS-GA Cascaded ANFIS

Figure 2.6: RMSE comparison of the Cascaded-ANFIS evaluation
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Table 2.3: IRIS dataset for testing

ANFIS-PSO ANFIS-GA Cascaded ANFIS

RMSE 0.181743 0.174594 0.005674368
MSE 0.033031 0.030483 3.21985E-05
MAE 0.132536 0.128472 0.005674
MAPE 7.825673 7.381097 0.245739
Correlation 0.977487 0.979315 0.999944

Table 2.4: Breast Cancer dataset for testing

ANFIS-PSO ANFIS-GA Cascaded ANFIS

RMSE 0.497408 0.444374 0.086713
MSE 0.247415 0.197468 0.007519
MAE 0.360477 0.387072 0.050746
MAPE 25.47778 31.24708 3.937956
Correlation 0.557952 0.488011 0.987396

Table 2.5: Vehicle dataset for testing

ANFIS-PSO ANFIS-GA Cascaded ANFIS

RMSE 0.653112 0.679 0.000324
MSE 0.426556 0.461041 1.05E-07
MAE 0.541745 0.533102 0.000229
MAPE 30.69937 25.08795 0.010369
Correlation 0.821025 0.788542 1

Table 2.6: Testing time comparison (seconds)

Dataset ANFIS-GA ANFIS-PSO Cascaded-ANFIS

IRIS 0.184 0.399 0.1442
Breast 0.1824 0.4352 0.1156
Vehicle 0.384 0.8246 0.1697

Table 2.7: Training time comparison (seconds)

Dataset ANFIS-GA ANFIS-PSO Cascaded-ANFIS

IRIS 1697.9 1479.2 743.4052
Breast 5259.807 4278.7 3314.84
Vehicle 15959.39 13055.64 10028.63
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Figure 2.7: MSE comparison of the Cascaded-ANFIS algorithm evaluation
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Figure 2.8: MAE comparison of the Cascaded-ANFIS algorithm evaluation

2.3 Experimental Design

2.3.1 Data sets

The research is conducted for seven publicly recognized data sets from the UCI machine

learning repository [7] as follows:

1. IRIS

2. Breast Cancer

3. Statlog (Vehicle Silhouettes)
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Figure 2.9: Correlation comparison of the Cascaded-ANFIS algorithm evaluation
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Figure 2.10: MAPE comparison of the Cascaded-ANFIS algorithm evaluation

4. Sports articles for objectivity analysis

5. Superconductivity

6. Musk 1

7. Human Activity Recognition Using Smartphones

Table 2 presents further details of each data set used. These data sets are different in

several aspects, such as the number of classes, the number of input variables, and the
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Figure 2.11: IRIS data set prediction vs actual outputs for (a) ANFIS-GA Training
(b) ANFIS-GA Testing (c) ANFIS-PSO Training (d) ANFIS-PSO Testing (e) Cascaded

ANFIS Training (f) Cascaded ANFIS Testing

number of example instances. Furthermore, these data sets are also different in the field

of usage.

IRIS dataset is a combination of four feature inputs containing three classes. These

classes are linearly separable. The breast cancer dataset contains nine attributes. These

attributes are a mix of linear and nominal. The data of Statlog (Vehicle Silhouettes) is

collected using elevated cameras. 18 features were obtained from the captured images

and used as the dataset’s attributes. The sport Activity Objective dataset uses 1000

sport-related articles with 59 attributes. The superconductivity dataset contains 81

attributes of superconductors and their relevant features. To predict whether a new

molecule is a musk or non-musks, Musk 1 data set is introduced. This dataset is rich

in 168 distinguished features. The human Activity Recognition Using Smartphones

dataset includes 561 attributes, and these features were collected using a waist-mounted

smartphone with inertial sensors.

The data sets mentioned above are used in the following manner. Each data set is

divided into three parts. Such as, 60% of the data set instances are used for training

purposes. The remaining instances are divided into two equal parts and used for testing

and validating the algorithm.
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Figure 2.12: Breast Cancer data set prediction vs actual outputs for (a) ANFIS-GA
Training (b) ANFIS-GA Testing (c) ANFIS-PSO Training (d) ANFIS-PSO Testing (e)

Cascaded ANFIS Training (f) Cascaded ANFIS Testing

2.3.2 Comparative study against the Cascaded ANFIS algorithm

This research is conducted to present the effectiveness and accuracy of the novel Cas-

caded ANFIS model against three state-of-the-art algorithms:

1. Particle Swarm Optimization based Adaptive Neuro-Fuzzy Inference System (ANFIS-

PSO)

2. Genetic Algorithm-based Adaptive Neuro-Fuzzy Inference System (ANFIS-GA)

As the record from the state-of-the-art methods, the above-mentioned hybrid methods

outperform most of the other optimization algorithms [8–14]. Parameter adjustments

are described in the next subsection.

2.3.3 Parameter Setting

As for the population, 30 is selected as in [15] for all the above mention algorithms. The

number of iterations was set to 100, and the membership functions were limited to 4.

PSO parameter setting is concluded as follows [16].

• Inertia Weight = 1

• Inertia weight damping ratio = 0.99
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Figure 2.13: Vehicle data set prediction vs actual outputs for (a) ANFIS-GA Training
(b) ANFIS-GA Testing (c) ANFIS-PSO Training (d) ANFIS-PSO Testing (e) Cascaded

ANFIS Training (f) Cascaded ANFIS Testing

• Personal Learning Coefficient = 1

• Global Learning Coefficient = 2

Parameters of the GA are shown below [16].

• Crossover percentage = 0.7

• Mutation percentage = 0.5

• Mutation rate = 0.1

• Selection Pressure = 8

• Gamma = 0.2

2.4 Experimental Study and Results

In this section, a considerable amount of results are presented. The presented results can

be divided into two main categories: the comparison against state-of-the-art algorithms

and the iteration-wise comparison of the Cascaded ANFIS algorithm. As mentioned

in the above section, ANFIS-PSO and ANFIS-GA were used for the comparison of the
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performance of a few data sets. The complexity of the data set is crucial in using state-

of-the-art data sets because the size of the input dimensionality is proportional to the

computational complexity.

2.4.1 ANFIS-PSO and ANFIS-GA vs Cascaded ANFIS

The experiments are carried out for a few data sets such as IRIS, Breast, and vehicle

and the performance is calculated in the following ways.

MSE =
1

q

q∑
t=1

(ū(t) − û(t))2 (2.13)

RMSE =

√√√√1

q

q∑
t=1

(ū(t) − û(t))2 (2.14)

MAPE =
1

q

q∑
t=1

∥ū(t) − û(t)∥
∥û(t)∥

× 100 (2.15)

MSE is the mean squared error, and MAPE is the Mean Absolute Percentage Error. q

is the size of the population, xi is the error instance, and µ is the mean error. ū(t) is the

prediction and û(t) is the actual output. Moreover, the time consumption is recorded

for each training and testing.

The first simulation was performed to present the accuracy of the novel algorithm. As

mentioned above, three data sets were occupied for the comparison process. In Fig

2.6, RMSE is presented for the corresponding data sets and the algorithms. Here, It is

clear that the novel algorithm outperforms the state-of-the-art algorithms in terms of

accuracy.

Similarly, Fig 2.7,2.8, and 2.10 show the MSE, MAE, and MAPE, respectively. In each

error measurement, the novel algorithm presents less error amount when compared to

ANFIS-PSO and ANFIS-GA. It is worth mentioning that the novel algorithm has used

only two iterations to reach these results. When advancing more iterations, better results

can be observed. A detailed presentation is given in the next section.

Correlation is another measurement to recognize the performance of an algorithm. Fig-

ure 2.9 shows the correlation for three algorithms for three data sets. It can be observed

that the novel algorithm obtained more significant results compared to ANFIS-PSO and

ANFIS-GA. For the IRIS data set, ANFIS-PSO, ANFIS-GA, and Cascaded ANFIS are



2.4 Experimental Study and Results 31

0.977, 0.974, and 0.999, and Vehicle data set correlations are 0.865, 0.878, and 0.997,

respectively.

The results mentioned above correspond to the training phase. Table 2.3 shows the errors

and correlation of the IRIS data set at the testing phase. Results show that the RMSE

of the novel algorithm for testing the IRIS data set is 0.005674, and the correlation is

almost equal to 1. Tables 2.4 and 2.5 presents the testing results for Breast cancer and

the vehicle data sets.

The prediction and actual outputs of the considered data sets are given in the following

figures. Fig 2.11 shows the IRIS data set performance for the three algorithms. The

smoothness of the outputs can be observed in the novel algorithm compared to the

ANFIS-PSO and ANFIS-GA. The prediction curves against the actual output for breast

cancer and vehicle data sets are given in Fig 2.12 and 2.13, respectively.

The time consumption of a system is a plain fact to present the computational com-

plexity. Hence, the time consumption is obtained for each dataset training and testing.

Tables 6 and 7 present the time consumption for testing and training, respectively.
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Figure 2.14: IRIS data set Error variance by the iterations

2.4.2 The novel Cascaded ANFIS performance evaluation

This section presents a detailed presentation of results for the Novel Cascaded ANFIS

algorithm. As explained in the methodology section, the novel algorithm has iterations

that can obtain far better results by increasing the number of iterations. Since this
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Figure 2.15: Breast Cancer data set Error variance by the iterations
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Figure 2.16: Vehicle data set Error variance by the iterations

study considers seven different data sets, the performance is presented in several graphs

and plots.

Fig 2.14 shows the IRIS data set performance by iterations. As in the figure, in the first

iteration, the RMSE of the novel algorithm is 0.114778533. Nevertheless, when it reaches

iteration 2, the RMSE becomes 0.022531097. In Fig 2.15, the breast cancer data set is

occupied, the number of iterations that have used is 3, and the RMSE decrements are

0.277640323, 0.099419942, and 0.000423648. Here, it can be observed that, at iteration

3, the RMSE is almost zero. Fig 2.16 presents the results for Vehicle data sets, and it

has also used only three iterations.
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Figure 2.17: Sports articles for objectivity analysis data set Error variance by the
iterations
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Figure 2.18: Human Activity Recognition Using Smartphones data set Error variance
by the iterations

The performance results for Sports articles for objectivity analysis data set are shown

in Fig 2.17. Here ten iterations are used in generating the minimum RMSE. Smart

Phone Activities data set is presented in Fig 2.18. It has used 20 iterations and achieved

0.234818114 of RMSE.

Super Conductivity data set performance is shown in Fig 2.19. Though the number of

input variables is higher than that of the Sport Article Objectives and Human Activity

Recognition Using Smartphones, the iterations usage is surprisingly less for this data set.

Within two iterations, the RMSE has reached 0.000396855. Musk 1 data set performance
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Figure 2.19: Super Conductivity data set Error variance by the iterations
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Figure 2.20: Musk 1 data set Error variance by the iterations

is presented in Fig 2.20. Here the error of 0.224424 is achieved within three iterations.

2.5 Discussion and Conclusion

This chapter presents the novel approach to the ANFIS algorithm. The main objective of

this implementation is to solve the two main problems in the general ANFIS algorithm,

namely the curse of dimensionality and the computational complexity. ANFIS is a

well-known algorithm for the optimization of small input datasets. However, the novel

algorithm is tested against two leading state-of-the-art algorithms with seven publicly

available data sets. The input dimension of these datasets varies from 4 to 561. The
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main difficulty in state-of-the-art algorithms is using a more significant number of inputs.

Increasing the number of inputs can significantly increase the computational complexity,

and as a result, state-of-the-art algorithms can fail during optimization. However, the

Cascaded ANFIS can use any number of inputs because, at any one time, it uses only

two of the inputs. This is the main novelty of the Cascaded ANFIS algorithm. Moreover,

the behaviour of the novel algorithm generates more accurate results with a lower error

percentage.

Demonstration of the effectiveness of the Cascaded ANFIS algorithm was discussed using

two parts. The first part is the effectiveness of the proposed algorithm against state-of-

the-art algorithms, and the other part is the effectiveness of the proposed algorithms for

a vast range of data sets. RMSE, MSE, MAE, MAPE, and Correlation are introduced

to evaluate the results. In each aspect, the novel algorithm outperformed the state-of-

the-art algorithms.

The input dimensions of the data sets vary from 4 to 561. As shown in figure 2.14,2.15,

2.16, 2.17, 2.18 and 2.19 the number of iteration usage changes regardless of the input

dimension. For example, in figure 14, the IRIS data set has four input variables, and in

the Cascaded ANFIS, the number of iteration usage is two. As well as the superconduc-

tivity data set iteration usage is two though it has 81 input variables. Therefore, the

discrimination effectiveness of the variables affects the number of iterations. In figure

2.18, the error has been saturated around 0.25 after 12 iterations.

According to the experimental results, our Cascaded ANFIS algorithm shows signif-

icantly improved accuracy and can handle any number of inputs. A few significant

limitations exist in implementing the Cascaded ANFIS algorithm on a microcontroller.

Since the algorithm generates many variables, the microcontroller must have enough

storage to store the data. Furthermore, it is not possible to use the online training

method using the novel algorithm because the time consumption is considerably higher

than the online trainable algorithms.

The following chapters will discuss the Cascaded-ANFIS-based applications and other

investigations carried out during the doctoral study.
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predict mercury emissions in combustion flue gases. Mathematics, 7(10):965, 2019.

[6] Mohd Najib Mohd Salleh, Noureen Talpur, and Kashif Hussain. Adaptive neuro-

fuzzy inference system: Overview, strengths, limitations, and solutions. In Inter-

national Conference on Data Mining and Big Data, pages 527–535. Springer, 2017.

[7] Arthur Asuncion and David Newman. Uci machine learning repository, 2007.

[8] Afshin Tatar, Ali Barati-Harooni, Adel Najafi-Marghmaleki, Behzad Norouzi-

Farimani, and Amir H Mohammadi. Predictive model based on anfis for estimation

of thermal conductivity of carbon dioxide. Journal of Molecular Liquids, 224:1266–

1274, 2016.
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[10] Piotr Dziwiński and  Lukasz Bartczuk. A new hybrid particle swarm optimization

and genetic algorithm method controlled by fuzzy logic. IEEE Transactions on

Fuzzy Systems, 2019.

[11] Harihar Kalia, Satchidananda Dehuri, Ashish Ghosh, and Sung-Bae Cho.

Surrogate-assisted multi-objective genetic algorithms for fuzzy rule-based classi-

fication. International Journal of Fuzzy Systems, 20(6):1938–1955, 2018.



REFERENCES 37

[12] Tien-Loc Le, Tuan-Tu Huynh, and Chih-Min Lin. Self-evolving interval type-2

wavelet cerebellar model articulation control design for uncertain nonlinear systems

using pso. International Journal of Fuzzy Systems, 21(8):2524–2541, 2019.

[13] MH Fazel Zarandi and F Dorry. A hybrid fuzzy pso algorithm for solving

steelmaking-continuous casting scheduling problem. International Journal of Fuzzy

Systems, 20(1):219–235, 2018.

[14] Chih-Min Lin and Tien-Loc Le. Pso-self-organizing interval type-2 fuzzy neural

network for antilock braking systems. International Journal of Fuzzy Systems, 19

(5):1362–1374, 2017.

[15] Talha Ali Khan, Khawaja Zain-Ul-Abideen, and Sai Ho Ling. A modified particle

swarm optimization algorithm used for feature selection of uci biomedical data

sets. In 60th International Scientific Conference on Information Technology and

Management Science of Riga Technical University, ITMS 2019-Proceedings, 2019.

[16] Ibrahim M Alarifi, Hoang M Nguyen, Ali Naderi Bakhtiyari, and Amin Asadi.

Feasibility of anfis-pso and anfis-ga models in predicting thermophysical properties

of al2o3-mwcnt/oil hybrid nanofluid. Materials, 12(21):3628, 2019.



Chapter 3

Classification of the Fruit-360

dataset

Chapter 3 showcases an application developed using the proposed algorithm - Cascaded-

ANFIS. In this application, a new structure is introduced for situations where the number

of input features is enormous. This work is published in Sensors (MDPI) [1].

3.1 Introduction

Given the tremendous growth of the current population rate, the foods we consume

are a significant concern. Fruits are an essential consuming food in the day-to-day

life pattern of most people and a highly recommended source of nutrient supply by

nutritionists. Various strategies for fruit detection utilizing computer vision technologies

have been used for many years. These approaches are used to categorize and distinguish

various types of fruits from a collection of photographs. Fruit categorization is still a

contentious and complex problem in the research and practising industries. For example,

identifying the class of a particular fruit allows grocery staff to calculate its price [2]

quickly. Furthermore, nutritional recommendations are beneficial in assisting consumers

in picking appropriate food varieties that satisfy their nutrient and well-being demands

[3, 4]. Fruit categorization techniques are frequently employed in most food facilities for

automated packing.

The fruit types and sub-types are location-dependent (vary from location to location,

even in the same country). Thus, manual fruit categorization is still a challenging

problem. This vast disparity is centred on the availability of population-dependent, and

38
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region-dependent fruits and the required elements in the fruits [4]. Artificial Intelligence

(AI) and Machine Learning (ML) approaches are utilized in various applications to give

optimal solutions to challenges faced in a variety of disciplines such as image analysis,

speech recognition, forecasting, prediction, massive dataset analysis, and marketing [5].

Thus, the rapid advancement in computer vision and machine learning, particularly in

the recent decade, has drawn the attention of various researchers to the use of established

approaches in automatic fruit categorization. Researchers frequently employed elements

linked to exterior quality descriptors in their study, such as form, size, texture, and

colour [6, 7]. Most of the suggested classifiers were either constrained to a certain kind

of fruit or showcased poor accuracy. Many of the classification systems are purely based

on Neural Network (NN) algorithms, and very few approaches are in the literature based

on Fuzzy Logic (FL).

3.2 Related Works

Experts introduced several automatic fruit and vegetable categorization algorithms in

recent years. The VeggieVision [8] was the first product from a significant attempt

to recognize vegetables and fruits. This device had an integrated scale as well as a

digital camera. The camera captures the image when an item is placed on the scale.

Color, texture, and other characteristics were retrieved and compared to previously

stored characteristics of distinct product varieties. These stored characteristics were

acquired throughout the training procedure. When the training and testing datasets

were from the same store, the best pick had a classification accuracy of 82.6%. The

classification accuracy decreased dramatically when the training and testing datasets

were from different stores.

Seng and Mirisaee [9] suggested another fruit detection method based on colour, shape,

and size. The colour was represented by the mean RGB value, shape by the measure of

roundness, and size by the area and perimeter values. These feature values were then

used to classify data using the k-nearest neighbour technique. Despite the excellent

accuracy rates reported, the training and testing datasets were relatively small.

Wang et al. [10] proposed two different machine learning-based fruit categorisation
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algorithms. Wavelet entropy, principal component analysis, feed-forward neural net-

works trained with Fitness-Scaled Chaotic Artificial Bee Colony (FSCABC), and bio-

geography-based optimization techniques were used in their procedures. The categoriza-

tion accuracy for both approaches was 89.5% which is higher than the earlier approaches.

However, Pennington and Fisher [4] were the first scientists to utilize the clustering ap-

proach to categorize fruits and vegetables in 2009. They have employed a dataset having

104 common fruits and vegetables for classification. Visible spectroscopy was used by

Pholpho et al. [11] to distinguish damaged and undamaged fruits. Furthermore, Yang et

al. [12] presented an estimating approach for blueberry fruit identification using multi-

spectral image analysis. In contrast, computer vision and multi-class Support Vector

Machine (SVM) were used to categorize distinct varieties of fruit with an 88.20% ac-

curacy [13]. Later, eight citrus fruits were identified using Raman spectroscopy as a

quick and non-destructive measure using two analytic approaches (hierarchical cluster

and principal component) [6]. In addition, Fadhel et al. [14] employed colour segmen-

tation to identify immature strawberries. They have used two different methods for

classification: colour thresholding and K-means clustering. The results indicate that the

colour thresholding results outperform the clustering method. Literature also presents

the related studies in impurity identification in olive oil using similar techniques of com-

puter vision and machine learning [7]. Furthermore, Breijo et al. [15] used an electronic

nose (also known as a piece of olfactory sampling equipment) to characterize the odour

of Diospyros kaki (Persimmons). The system’s operating parameters can impact the

changeable configurations, allowing the system to be flexible.

On the other hand, Fan et al. [16] used an artificial neural network with two hidden

layers to predict the texture features derived from a food-surface picture. The back-

propagation method was utilized for training the neural network. However, the neural

network approach had some disadvantages, including behaving as a black box, intensive

duration of development, and the requirement of a lot of data.

However, Omid et al. [17] presented an expert system for extracting size and defect

information using machine vision and fuzzy logic. This approach employed two types of

membership functions, including triangular and trapezoidal. In addition, the study was

evaluated using the correct classification rate (CCR), and overall accuracy of 95.40%

was obtained.

Another automatic fruit categorization system was proposed based on the fitness-scaled

chaotic artificial bee colony algorithm [18]. The authors have compared the performance
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of the proposed algorithm with three well-known AI methods. However, the proposed

FSCABC-FNN method has only shown an 89.10% accuracy outperforming other algo-

rithms. In addition, Khanmohammadi et al. [19] have proposed a classification method

based on near-infrared spectrometry (FT-NIR) and Square SVM. They have succeeded

in obtaining a miner prediction error rate of 2%.

Furthermore, a texture-based method that involves descriptor computation and interest-

point feature extraction was proposed [20]. They stated that the study shows excellent

results on a single image detection rate having 85.00% and 100.00% for pineapple and

bitter lemon fruits, respectively. Date fruits were identified using Weber’s local descrip-

tor and local binary pattern approaches and SVM for classifier and Fisher discrimina-

tion ratio for feature selection [21]. This study has considered three feature descriptors:

colour, texture, and shape. The proposed algorithm shows a 98.00% accuracy after the

dimension reduction using Fisher Discrimination Ratio (FDR).

The literature presents many related research studies based on convolutional neural

networks (CNN) to the Fruit-360 dataset in recognizing the fruits. A CNN-based VGG16

model used developed by Siddiqi [22] to classify 72 classes of the Fruit-360 dataset, and

the author has obtained 99.27% accuracy in total. Ghazanfar et al. [23] have presented

a model using deep convolutional neural networks (DCNN) to classify the same dataset

(Fruit-360) and acquired a 92.00% recognition rate. The individual classes of the Fruit-

360 dataset were combined to create new classes in this research. Therefore, the total

number of categories was reduced to 16 for the classification. This created the problem

robustly. In addition, Ghosh et al. [24] have introduced an image classification model

using ShufleNet V2 that is based on the CNN algorithm. They have obtained an accuracy

of 96.24% for 40 classes in the Fruit-360 dataset. Furthermore, Postalcıoğlu [25] has

also presented a model based on CNN. Three different optimizers, including, Stochastic

Gradient Descent with Momentum (SDGM), Adaptive Moment Estimation (Adam), and

Root Mean Square Propagation (RMSPROP), were used in that analysis to evaluate the

results. The results were 98.08%, 98.83%, and 99.02%, accurate respectively. However,

the research was only conducted for 48 classes in the Fruit-360 dataset. Therefore,

the study was not a comprehensive work. Another study by Ziliang et al. [26] have

showcased an accuracy of 98.06% for a classification model using the CNN algorithm.

However, they have extended the analysis for 81 classes of the Fruit-360 dataset.

The in-depth review of related literature presents the following drawbacks and short-

comings.
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1. The studies required expensive sensors such as weight, dew, heat, chemical, gas-

sensitive, and infrared light to model the classification.

2. The classifiers are only capable of recognizing a few types of fruits, not the whole

Fruit-360 dataset.

3. The system performance is insufficient, owing primarily to closely related texture,

colour, and shape properties.

4. The classification precision falls short of the standards for typical applications.

5. The algorithms required a higher computational power.

Therefore, this research study proposes a new algorithm based on the Cascaded Adap-

tive Neuro-Fuzzy Inference System (Cascaded-ANFIS) [27] to fill the above-identified

research gaps in the literature and then to present a much enhanced and robust model

to identify the fruits based on their properties. The significant contributions of the

presented research can be listed as follows.

1. This study proposes a novel structure for the Cascaded-ANFIS algorithm for Image

Classification.

2. The system is designed using nine state-of-the-art feature descriptors (including

Colour Structure (CS), Region Shape (RS), Edge Histogram (EH), Column Layout

(CL), Gray-Level Co-Occurrence Matrix (GLCM), Scale-Invariant Feature Trans-

form (SIFT), Speeded Up Robust Features (SURF), Histogram of Oriented Gra-

dients (HOG), and Oriented FAST and rotated BRIEF features (ORB)).

3. The total dataset of 131 classes is used for the classification.

4. The novel system can reduce the dimension input to different features due to the

usage of the feature reduction method.

5. Comparison of the accuracy with the state-of-the-art algorithms (including CNN

with Stochastic gradient descent with momentum, CNN with adaptive moment

estimation, CNN with RMS propagation, Customized Inception V3, Customized

VGG 16, Customized MobileNet, Vanilla MobileNet, ShufeNet V2, DCNN, and

ResNet18).

6. The comparative computational power is relatively inexpensive while providing an

accuracy up to 98.36%.
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3.3 Proposed Methodology

3.3.1 The Fruit-360 Dataset

Fruits-360 is a dataset with 90,483 fruit photos (67692 in the training set and 22688 in

the test set) [28]. The collection contains 131 different varieties of fruits, and each has

an image capturing only one fruit. These images are 100×100 pixels in size. Each fruit

type’s training and test sets contain a somewhat different number of photos. However,

in most situations, roughly 70% training and 30% test images are provided for each fruit

type. These images are obtained by filming a brief fruit video for twenty seconds while it

is slowly spun by a motor and extracting frames/images from that movie. A white sheet

of paper is used as the background for the capture. A specific algorithm then eliminates

the background of each fruit. The varying light intensity can impact the background;

therefore, it has to be removed.

This study is based on image data classification, which provides many input dimensions

to the system. Therefore, a state-of-the-art dimension reduction method was investi-

gated to solve this issue. Hence, three well-known dimension reduction (DR) methods

were considered: Independent Component Analysis (ICA) [29], Principle Component

Analysis (PCA) [30, 31], and Multi-Dimensional Scaling (MDS) [32].

The results of using these DR methods are illustrated in the Implementation of the

algorithm section. A simple experiment was conducted to identify the best algorithm

for dimension reduction. Three well-known datasets (vehicles by Siebert [33], breast

cancers by Wolberg and Mangasarian [34], Musk 1 by Dietterich et al. [35]) were used

to reduce the dimension using the Cascaded-ANFIS algorithm using all three methods.

These datasets were selected based on different perspectives, such as the field of interest

and the number of inputs and outputs.

3.3.2 Image Data Analysis – Feature Extraction

Features are the key ingredient in implementing a classifier. Therefore, according to

the literature, nine feature descriptors are used to extract different features from the

Fruit-360 image dataset. This section provides a brief introduction to each of these

feature extraction methods. The first method is the Color Structure descriptor. It

is based on histogram equalization, but it seeks and gives a complete description by

differentiating localized colour variations for each colour [36]. The next feature descriptor
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is the Region Shape. The shape characteristics are less developed than their colour and

texture equivalents because of the intrinsic difficulties of portraying forms [37].

However, due to the variety of possible projections of a 3D object into 2D shapes,

the complexity of each object shape, the presence of shadows, occlusions, non-uniform

illumination, and uneven surface reflectivity, it is not accessible to precisely segment an

image into meaningful regions using low-level features. Therefore, the Column Layout

feature descriptor was used as the third feature extraction method.

Edge Histogram descriptor (EDH) represents the geometry of an image and is meant

to depict the distribution of local edges inside pictures [38]. Therefore, this research

used the EDH descriptor as the fourth feature extraction method. Edges are essential

for viewing image information, and the histogram was used to characterize them. The

homogeneous colour histogram and texture feature cannot reproduce an image’s EDH-

described qualities [39, 40]. The fifth feature descriptor is the Gray Level Co-occurrence

Matrix (GLCM). It determines how frequently unique combinations of grey levels co-

occur in an image or section of an image given an image made up of pixels, each with

an intensity (a specific grey level). The GLCM contents are utilized in texture feature

calculations to measure the change in intensity (also known as image texture) at the

pixel of interest [41].

The sixth and seventh descriptors are Scale Invariant Feature Transform (SIFT) [42] and

Speeded up Robust Features (SuRF) [43]. SIFT characteristics include scale and rotation

invariance, and they have various advantages, including localization, distinctiveness,

quantity, efficiency, and flexibility. On the other hand, SURF is a quick and trustworthy

approach for encoding and estimating pictures in a local, similarity-invariant way. The

SuRF technique’s main appeal is its ability to calculate operators fast using box filters,

enabling real-time tracking and object recognition applications.

The Histogram of Oriented Gradients (HOG) feature descriptor is the eighth feature

extraction method used in this study. It is related to the Canny Edge Detector and

the SIFT, and it is used in image processing to detect objects [44]. The method counts

how often a gradient orientation appears in a specific picture section. The ninth and

the last feature descriptor was presented by Ethan et al., and it is called the Oriented

FAST and Rotated BRIEF (ORB) [45]. The FAST key-point detector serves as the

foundation for the ORB descriptor. ORB performs feature identification similarly to

SIFT and SURF while being roughly two orders of magnitude faster. Because of its
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significant contributions, the ORB descriptor is employed as the feature extractor in

many machine learning models [46, 47].

3.3.3 Application Methodology – Novel Modified Structure for the

Cascaded-ANFIS

The flowchart for the developed Cascased-ANFIS algorithm is presented in Figure 3.1.

In this figure, A(i,j) represents the ANFIS structure, and i and j are the number of the

levels and the number of the ANFIS structures in the corresponding level. Hence, seven

ANFIS structures in the first level are represented as A1,1...A1,7.

Figure 3.1: The Proposed Modified Novel Structure of Cascaded-ANFIS algorithm.

A modified Cascaded-ANFIS algorithm had to be built to extract more features from

a few descriptors from a single image (for example, 352 features can be extracted, as

shown in Figure 3.1). However, reducing these features to fewer meaningful features is

challenging.

One of the main aspirations of this study is to generate a real-time system with higher

accuracy compared to the existing algorithms. Therefore, reducing as many input di-

mensions as possible gives an added advantage in reducing time consumption and com-

putational complexity. The reduction of input features was carried out considering each

feature descriptor individually.

As shown in Figure 3.1, the developed model used ICA as the feature reduction method.

The feature reduction was carried out for each set individually. The resulting feature
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set is the ’Selected Data’ (refer to Figure 3.1), and each set of features contains nine

features. Using ICA, the feature number was reduced to 63 (from 352). Then, the

initial level of the modified Cascaded-ANFIS algorithm was started. The initial level

of this structure uses seven inputs (consisting of 9 features) even though the usual

Cascaded-ANFIS algorithm uses two inputs. Therefore, this modified architecture has

seven Cascaded-ANFIS levels. Each ANFIS uses the previous output as the input to

the current module.

3.3.4 Performance Analysis Techniques

The performance of the developed model was analysed using a confusion matrix. A

confusion matrix gives information about the predictions. Other classification matrices

shown in Equations 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7 were tested to understand the

confusion matrix.

AccuracyAvg =

∑l
i=1

tpi+tpi
tpi+fni+fpi+tni

l
(3.1)

Precisionµ =

∑l
i=1 tpi∑l

i=1(tpi + fpi)
(3.2)

Recallµ =

∑l
i=1 tpi∑l

i=1(tpi + fni)
(3.3)

FScoreµ =
(β2 + 1)PrecisionµRecallµ
β2Precisionµ +Recallµ

(3.4)

PrecisionM =

∑l
i=1

tpi
tpi+fpi

l
(3.5)

RecallM =

∑l
i=1

tpi
tpi+fni

l
(3.6)
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FScoreM =
(β2 + 1)PrecisionMRecallM
β2PrecisionM +RecallM

(3.7)

tpi, tni, fpi, and fni are truly positive, true negative, false positive, and false negative,

respectively. In addition, l is the total number of classes, and µ and M are the micro

and micro-averaging. Each of these parameters conveys valuable information about the

performance of the classification when the problem is multi-class [48]. The performance

of the novel Cascaded-ANFIS model was tested and presented for its accuracy.

3.4 Results and Discussion

3.4.1 Feature dimension reduction

Figures 3a, b, and c show the dimension reduction results for three algorithms. They

all reach very good accuracies and showcase similar variations. Therefore, the time

consumption to perform these algorithms were considered the selection criterion.

Figure 4 presents the time consumption to perform the DRs. As can be seen, the

time consumption is almost similar in ICA and PCA from features 2 to 10. However,

MDS shows a longer calculation time when compared with the other two methods. For

example, 0.99 s, 1.07 s, and 192.76 s were consumed at feature number two for ICA,

PCA and MDS, respectively.

However, with the increase in feature numbers, ICA and PCA have caught up with MDS.

This can be seen in feature number 10. Nevertheless, ICA still shows better performance

with respect to time consumption. At feature number 10, the time consumption is

recorded as 1632 s, 1710 s, and 1852 s for ICA, PCA, and MDS. Therefore, the modified

Cascaded-ANFIS algorithm was constructed using the ICA feature dimension reduction

method.

3.4.2 Learning behaviour by iterations

The learning behaviour performance of selected algorithms was compared with the novel

Cascaded-ANFIS algorithm performances. A summary of the experiment is shown in

Table 3.1.
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Figure 3.2: Accuracy comparison of feature dimension reduction algorithms when
used on well-known datasets (Breast Cancer, Vehicle, and Musk 1).

Figure 3.3: Time consumption for feature dimension reduction (Time is denoted in
seconds (s)).
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Table 3.1: Model training performance with iterations.

No of
Iterations

SVM MLP ANFIS PSO-ANFIS GA-ANFIS Cascaded-ANFIS

1 1.98 3.28 2.02 1.91 1.92 0.31
10 1.61 0.95 2.02 1.91 1.92 0.24
100 1.20 0.43 2.02 1.43 1.83 0.20

Table 3.2: Sample Distribution of Fruit-360 dataset among some of the classes

Class ID Class Label
Number of
Samples

0 Apple Braeburn 492
12 Apple Red Yellow - 2 672
25 Cauliflower 702
32 Chestnut 450
42 Ginger Root 297
44 Grape Blue 984
66 Mangostan 300
73 Nut Pecan 534

The traditional non-fuzzy-based algorithms, such as SVM and MLP, showed a decreasing

trend in RMSE, while the fuzzy-based algorithms show a neutral behaviour to increasing

iterations. In addition, GA-ANFIS and PSO-ANFIS algorithms presented a decreasing

trend of RMSE after many iterations. However, it is noteworthy that the ANFIS algo-

rithm kept the RMSE at 2.02 during all iterations, while the Cascaded-ANFIS algorithm

gives the best RMSE. The Cascaded-ANFIS algorithm trains several FIS modules at a

single iteration. Therefore, it is clear that the Cascaded ANFIS reaches a lower RMSE

value in fewer iterations. Hence, this proves that the Cascaded-ANFIS algorithm per-

formance saturates at the minimum number of iterations.

3.4.3 Confusion matrix analysis

The performance comparison of the modified Cascaded-ANFIS structure was evaluated

using learning curves and the confusion matrix analysis. The overall confusion matrix

was generated for all 131 classes when using the Cascaded-ANFIS algorithm for the

classification. The resulting confusion matrix is given in Figure 6.

Due to the unbalance samples in each class of the Fruit-360 dataset, the confusion matrix

shows different colours at the top predictions. Therefore, summarized class information

is given in Table 1 for further clarification.
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Figure 3.4: Confusion Matrix for eight classes classification.
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Figure 3.5: 10-Fold Cross-Validation of the Accuracy of the Classifications

Moreover, 10-fold cross-validation was carried out to investigate the stability and ro-

bustness of the proposed algorithm. Figure 10.2 shows the resulting plot of 10-fold

cross-validation. As shown in the figure, the accuracy remains between 98% and 99%.

However, the average accuracy is calculated as 98.36%.
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Table 3.3: Performance of Confusion Parameters

Metric Performance Value

Average Accuracy 0.9841
Precisionµ 0.9841
Recallµ 0.9841
FScoreµ 0.9841
PrecisionM 0.9846
RecallM 0.9849
FScoreM 0.9845
PrecisionW 0.9843
RecallW 0.9841
FScoreW 0.9840

3.4.3.1 The accuracy evaluation of the confusion matrix

The class prediction accuracy was tested as a percentage of correctly predicted vs total

tested images. A classification accuracy of 98.41% was achieved from the developed

Cascaded-ANFIS model. In addition, the accuracy was checked for the confusion matrix

using Equations 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7. The dataset class samples were

not balanced in the Fruit-360. Thus, the confusion matrix was generated for all 131

classes. Figure 3.4 presents a sample confusion matrix of eight classes. Table 2 shows

the performance values for each parameter of the Cascaded-ANFIS algorithm-based

classifier.

Four main parameters can be extracted from a confusion matrix as True Positive (TP),

False Positive (FP), True Negative (TN), and False Negative (FN). TP is the value

of correct predictions of positives out of actual positive samples, whereas FP is the

false positive representations of actual negative samples. TN is the accurate pessimistic

prediction of actual negative samples, and FN is the false-negative samples. When the

classes are unbalanced, the recall score is a good indicator of prediction success. It is

the proportion of TP to a genuinely positive FN in mathematics.

As can be seen in Table 3.3, all the parameters are above the level of 0.98. This concludes

that the classification performance of the Cascaded-ANFIS model is excellent and served

well for the Fruit-360 dataset.
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Table 3.4: Configuration of the host computer.

Processor
Intel(R) Core(TM) i9-10900K

CPU @ 3.70GHz 3.70 GHz

Installed RAM 64.0 GB (63.9 GB usable)
Windows Edition Windows 10 Education
HDD 4TB
SSD 1TB

Table 3.5: Comparison of classification accuracy against similar research work

Reference
Study

Algorithm
Size of the Dataset

Test Accuracy
# classes # samples

Seda
Postalcioglu
(2019)[25]

CNN withStochastic
gradient descent
withmonentum 48 50590

98.08

CNN with Adaptive
moment estimation

98.83

CNN with Root Mean
Square Propagation

99.02

Raheel Siddiqi
(2019)[22]

Customized
Inception v3 72 48249

99.1

Customized VGG16 99.27

Ziliang Huang et al.
(2019)[26]

Customized
MobileNet 81 55244

98.06

Vanilla MobileNet 95.98

Sourodip Ghosh et al.
(2020)[24]

ShufeNet V2 31 29347 96.24

Ghazanfar Latif et al.
(2020)[23]

DCNN 18 22341 95

Jorg Martinet al.
(2019)[49]

ResNet18 116 58428 98.7

This Study(2022) Cascaded-ANFIS 131 67692 98.36

3.4.4 Comparison of classification accuracy against state-of-the-art al-

gorithms

Literature showcases several attempts at classifying the Fruit-360 dataset at different

years. The dataset is upgraded year by year. Thus the usage of classes differs from study

to study. Table 3.5 shows the best attempts in the past using different algorithms.

Ten different algorithms used to classify Fruit-360 data into its classes are summarized in

Table 4. It is worth noting that these algorithms are based on CNN, such as CNN with

stochastic gradient descent with momentum, CNN with adaptive moment estimation,

and Customized Inception V3. Importantly, all these attempts have been made during

2019 and 2020.
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The accuracy was measured as a percentage for all cases. The best results were found

for the CNN approach when employing a Customized VGG16 network [22], which was

99.27%. Though the results are higher in that research than in the proposed method in

this study, the amount of data in the Fruit-360 dataset was lesser for Siddiqi [22]. Only

72 classes with 48,249 samples were used by Siddiqi, while 131 types with 90,380 pieces

were utilized for the presented study.

In addition, the attempts presented in the year 2020 have a noticeable accuracy re-

duction for 4-5% (96.25% [23] and 95% [24]). This could be due to the growth of the

dataset. Therefore, the Cascaded-ANFIS model with a larger dataset has advantages in

classification accuracy.

Usually, an expensive GPU is needed to run CNN-based algorithms due to high compu-

tational cost, whereas a conventional computer without GPU is enough for fuzzy-based

ANFIS algorithms. Our experiments showed that the Cascaded-ANFIS algorithm could

be implemented successfully using a computer without GPU, as shown in Table 3.

Moreover, CNN-based methods use an inbuilt feature extraction method, and the clas-

sification processes are performed using a fully connected neural network. However, the

Cascaded-ANFIS study uses a fuzzy-based method, and the feature extraction is per-

formed outside the leading classification algorithm. This characteristic of the algorithm

allows the system to be modified using state-of-the-art feature extraction algorithms.

Furthermore, the Cascaded-ANFIS algorithm is a combination of multiple Fuzzy Infer-

ence Systems. Therefore, it can synthesize and infer good combinations automatically.

Therefore, implementing the algorithm by distinct fuzzy reasoning methods can generate

optimized solutions. The CNN-based processes operate as a black box, and the alter-

nations of the functions can be challenging. Therefore, the Cascaded-ANFIS algorithm

has many merits over the traditional CNNs.

3.5 Conclusion

The fruit-360 dataset has 131 fruit classes with 90483 sample images, and many re-

searchers tried to classify fruits in the dataset using artificial intelligence and machine

learning techniques. However, none of the previous attempts focused on handling all

131 fruit classes with a total number of fruit images. Therefore, a novel and success-

ful attempt are presented in this research work to identify all images in the Fruit-360

dataset using a Cascaded-ANFIS algorithm. The capability in image-based classification
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performance of the Cascaded-ANFIS algorithm was tested using nine feature descrip-

tors. Thus, a robust and comprehensive Cascaded-ANFIS algorithm is presented in this

research work.

The performance of the tested algorithm was tested using the learning curve and the con-

fusion matrix. It can be concluded herein that the Cascaded-ANFIS algorithm outper-

formed all other state-of-the-art algorithms available for the specific task. The weighted

precision, recall, and FScore reached their highest accuracies at 0.9843, 0.9841, and

0.9840, respectively, for the unbalanced Fruit-360 dataset. Therefore, the results pro-

vide compelling evidence that the Cascaded-ANFIS algorithm can handle multiple class

image classification problems with higher cost-effectiveness and comparative accuracy

than the CNN-based methods in past studies.

In addition, the algorithm showcased its capacities and capabilities in handling the total

Fruit-360 data set at lower computational power. According to the results, it can be

concluded that the Cascaded-ANFIS-based classifiers are suitable for real-time and cost-

effective system implementations. The Cascaded-ANFIS architecture is an automatic

cascade connection to the truth space approach of FIS. Therefore, Cascaded-ANFIS can

rinse off the approximate reasoning part and make the reasoning of primary elements.

Moreover, the interaction selection of Cascaded-ANFIS works as the best choice with

FIS. A significant limitation of using the Cascaded-ANFIS algorithm is that it may need

a different structure to obtain better accuracy for each dataset, such as a specific number

of levels and a total number of inputs.
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[28] Horea Mureşan and Mihai Oltean. Fruit recognition from images using deep learn-

ing. arXiv preprint arXiv:1712.00580, 2017.

[29] Joseph C Harsanyi and C-I Chang. Hyperspectral image classification and dimen-

sionality reduction: An orthogonal subspace projection approach. IEEE Transac-

tions on geoscience and remote sensing, 32(4):779–785, 1994.

[30] Tohru Ueda and Yoko Hoshiai. Application of principal component analysis for par-

simonious summarization of dea inputs and/or outputs. Journal of the Operations

Research Society of Japan, 40(4):466–478, 1997.



REFERENCES 58

[31] Dingwen Zhang, Junwei Han, Long Zhao, and Deyu Meng. Leveraging prior-

knowledge for weakly supervised object detection under a collaborative self-paced

curriculum learning framework. International Journal of Computer Vision, 127(4):

363–380, 2019.

[32] Warren S Torgerson. Multidimensional scaling: I. theory and method. Psychome-

trika, 17(4):401–419, 1952.

[33] J Paul Siebert. Vehicle recognition using rule based methods. 1987.

[34] William H Wolberg and Olvi L Mangasarian. Multisurface method of pattern sepa-

ration for medical diagnosis applied to breast cytology. Proceedings of the national

academy of sciences, 87(23):9193–9196, 1990.

[35] Thomas G Dietterich, Richard H Lathrop, and Tomás Lozano-Pérez. Solving the
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Chapter 4

Hydropower forecasting in Sri

Lanka

Chapter 4 focuses on an application developed to solve a real-world problem. This study

was conducted to predict and forecast the hydropower generation in Samanalawewa

Reservoir in Sri Lanka. The results of this study show that the Cascaded-ANFIS can

handle regression problems. This work is published in Sensors (MDPI) [1].

4.1 Introduction

The Sustainable Development Targets (SDGs) were announced in 2012, with 17 goals

recommended for completion by 2030. One of the essential aims of the list is to achieve

clean energy from power generation [2]. Global hydropower output peaked in 2020

with 38.2 exajoules, up from 37.7 exajoules the previous year, and climbed by 11.6

exajoules in the two decades from 2000 to 2020 [3]. Thus, hydropower contributes to

more than 16% of total energy generation [4]. Many South Asian nations, including

Sri Lanka, fulfil a considerable portion of their electrical demand through hydropower

facilities (approximately 40% of total energy in Sri Lanka) [5]. Renewables are still

regarded as one of the world’s most environmentally friendly power-producing systems.

As a result, a 75—100% increase in production capacity is projected in the coming

years [4]. Compared to wealthy countries, which have utilized 70% of their capacity,

emerging nations have only evaluated 23% of financially feasible hydropower plants [6].

As a result, many developing nations are rapidly spending considerable resources on
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developing hydropower facilities since it is seen as a safe and cost-effective source of

renewable energy that minimizes carbon emissions [7].

Along these lines, hydropower is one of the cleanest forms of energy sources; how-

ever, the inflow to dam reservoirs significantly impacts the pace of hydropower output.

Therefore, hydropower generation, on the other hand, is very unpredictable due to its

dependency on meteorological and weather conditions. Furthermore, climate change

will likely disrupt hydropower plant operations by unbalancing the water cycle, increas-

ing the frequency of rainfall events, and rising atmospheric temperatures. It is evident

that the evaporation and other water cycle components are affected by the predicted

temperature change of 0.0164 °C annually [8]. Rainfall, on the other hand, is projected

to increase in some countries while decreasing in others, thus impacting hydropower-

producing capacity [9].

If electricity output is dramatically curtailed due to climate change’s negative conse-

quences of climate change, the hydropower sector might become one of the most vulner-

able businesses. In addition, water scarcity in the catchment and reduced hydropower

generation inputs due to landslides or soil erosion might exacerbate the problem. On

the other hand, the construction of hydroelectric infrastructure is prohibitively expen-

sive, presents substantial dangers to the aquatic ecology, and produces socioeconomic

concerns [10].

As a result, forecasting hydropower output is critical for maximizing renewable energy

consumption to meet growing demand and control hydroelectric power management.

This will help to achieve environmental sustainability. Despite this, estimating future

hydropower output is challenging due to the nonlinearities of the input functions and

regional and temporal fluctuations in meteorological data, including temperature and

rainfall. As a result, the prediction output of the model might have a substantial financial

benefit in regulating renewable energy infrastructure development like hydroelectric [11].

4.2 Related Works

Several researchers have studied the impact of climatic fluctuation on hydroelectric

output, primarily utilizing Global/Regional Climate Models (GCMs/RCMs), predictive

modelling, and conventional statistical methodologies (e.g., [12–14]).

Several methods to predict the future of hydropower plants using machine learning tech-

niques can be found in the literature, and ANN is one of the main algorithms that can
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be used to carry out this task. A case study was carried out in Nigeria, as well as in

Jebba and Kainji, employing ANN impartial input data [15]. In Uzlu et al.[16], the

artificial bee colony method was used to forecast future hydropower output throughout

Turkey, utilizing input factors including generation capacity, energy consumption, pop-

ulation, and temperatures. According to the report, the Power output of Turkey is not

in accordance with the country’s objective of producing 30% of its renewable electricity

in 2023. Furthermore, Patil [17] examined future streamflow for the Ranganadi River,

which is located in India up to 2040, to forecast hydropower output using three GCM

models and ANN. When using feed-forward back-propagation algorithms on the ANN

architecture, input parameter characteristics substantially influence forecasting future

power generation [18].

Furthermore, while projecting electricity output from various energy resources in the

United States, Khodaverdi [19] proposed an ANN-ARIMA hybrid model rather than

ANN to predict future renewable energy resources data (e.g., hydroelectricity, solar,

and wind). After examining 66 studies that used ANN to improve reservoir operations,

the study by Ajala et al. [20] further reinforced the idea of combining ANN with su-

pervised or unsupervised learning algorithms to improve reservoir outflow prediction.

Furthermore, the study by Shaktawat and Vadhera [6] advised further research on risk

management in hydropower utilizing a fuzzy model mixed with ANN and genetic algo-

rithm.

Some scientists insist that ANNs are important in hydropower prediction. Anuar et

al. have showcased that the hidden layer neurons had a more significant impact on

the results of the ANN structure when forecasting streamflow at The Malaysian hy-

droelectric dam [21]. Furthermore, Sessa et al. [22] discovered that ANN models are

the most accurate in predicting short-term and long-term hydropower generation after

having conducted research studies in run-of-the-river (ROR) hydroelectricity in France,

Portugal, and Spain using chronological weather information such as rainfall, snow, and

temperature.

However, the related research in the context of Sri Lanka is minimum. In fact, as per the

authors’ knowledge, only one such research was available in Sri Lanka that used ANN to

anticipate electricity output. Furthermore, the research by Karunathilake and Nagaha

[23] estimated daily electricity consumption but did not forecast power generation.

Although numerous ANN-based machine learning algorithms have been found in the

literature for hydropower prediction, machine learning techniques that use Fuzzy Logic
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to predict hydropower generation are a handful. Some of the literature on Fuzzy Logic-

based predictions can be listed as follows.

The Grey wolf approach was combined with an adaptive neuro-fuzzy inference system

(ANFIS) to anticipate hydroelectricity generation Dehghani et al. [24]. In addition,

the hydropower output of Albania was analyzed by Konica, and Staka [25] to establish

the best forecasting model for assessing hydro energy production for the years 2007-

2016. They have used the fuzzy time series approach to forecast Albania’s hydropower

generation.

Moreover, some studies have been conducted to forecast rainfall using Fuzzy Logic based

algorithms. The rainfall forecast is done in this study in a study by Suprapty et al. [26] in

the East Kalimantan area, which has 13 watersheds with the potential to build a Micro

Hydro Power Plant. The Auto-Regressive (AR) Model based on the Fuzzy Inference

System (FIS) is utilized to simulate rainfall time series data. The research work done by

Rahman et al. [27] has showcased an improvement in forecasting rainfall using a fuzzy

rule-based approach. Eight different equations have been created using temperature,

wind velocity, and precipitation. The minimum content of the induction component

of temperature and wind velocity fuzzifications is investigated, as are fuzzy levels and

membership functions.

Mostly, time-series predictions are purely non-linear, and fuzzy logic is the best in arti-

ficial intelligence to tackle problems in non-linear [28].

The majority of the earlier works share the following flaws.

1. Generally, Artificial Neural Network-based algorithms are bulky in the complexity

of the calculations.

2. Difficult to use when the predictions depend on the uncertainty factors and non-

linear inputs.

3. It is not likely to generate the best possible prediction because the input factors

vary depending on the different environments.

4. Requires an enormous amount of computing power.

Therefore, while addressing the above-mentioned overall flaws, this study presents a new

algorithm called Cascaded Adaptive Neuro-Fuzzy Inference System (Cascaded ANFIS)

to predict the hydropower generation [29]. The impact of this research can be pointed

out as follows.
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1. This system uses fuzzy logic approach along with Neural Network to address the

inputs’ uncertainty and non-linearity.

2. Since the base algorithm of this system is two-input one-output ANFIS, the com-

putational power reduces dramatically.

3. It is possible to generate a near-zero error in the prediction by increasing the

number of levels in the Cascaded ANFIS algorithm.

4. This study presents future power generation up to the year 2099 in two different

climate models.

5. The comparative study presented in this work provides a solid understanding of

the potential regarding the Cascaded ANFIS algorithm upon the cutting-edge time

series prediction algorithms.

Figure 4.1: Rainfall Gauges at Samanalawewa catchment

4.2.1 Hydropower in Sri Lanka

Sri Lanka has a hydroelectric power potential of 1,719 Megawatts (MW), and existing

hydropower growth pledges would contribute around 247 MW to the power grid mostly in

coming decades [5]. According to Gunasekara [30], the bulk of Sri Lanka’s hydroelectric

plants are more than 25 years old. Although hydropower plants have a lifespan of about

50 years, if any of the older hydroelectric dams fail to operate, whether due to climate
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or mechanical fault, Sri Lanka will then meet an energy shortage problem because it will

be challenging to replace the defective hydroelectric dams in a brief period [31].

As a result, analyzing the power-generating capabilities of hydroelectric projects in the

Sri Lankan context is crucial. To handle a developing country’s economic electrical

demands and manage water supply infrastructural development amid climatic factors.

However, several analyses in Sri Lanka have looked at potential energy production from

current or planned hydroelectric dams. The study in Udayakumara et al. [32] looked

at ways to increase power output in hydroelectric dams by preventing land degradation

and reservoir floods in the Uma Oya valley, one of Sri Lanka’s most crucial significant

catchment areas.

The study Chandrasekara et al. [3] studied inflows in the Kotmale reservoir until 2005

from 1960 using the El Nino Southern Oscillation (ENSO) phase indicator and discovered

that flow to the basin had decreased, impacting hydropower output and agricultural

plans. According to the research in Imbulana et al. [33], a rise in continuous rainfall

events, a decrease in continuous dry weather, and a gain in yearly rainfall series will

improve the future production capacity of the Mahaweli watershed’s hydropower plants.

In addition, Khaniya et al. [13] used a multiyear rainfall trend research to demonstrate

that climate changes will not affect Denawaka Ganga mini-hydropower generating as in

the Rathnapura area. The study released in Perera and Rathnayake [34] additionally

sought to analyze the effect of climate change on the Erathna mini-hydropower station

in the Rathnapura area. They concluded that electricity generation would decline in the

following years.

The study by Khaniya et al. [31] [35] undertook a similar evaluation of the recently

operational Uma Oya watershed, and the researchers found that there will be no sub-

stantial challenges to hydroelectric generation in the years ahead groundwater limits in

the watershed region. Nevertheless, as stated in the introduction, there seems to be no

comprehensive study on hydroelectric forecasts in Sri Lanka for the coming decades.

Consequently, this study can better attract the attention of the Sri Lankan authorities

to enhance the management and forecasting procedures in hydroelectric plants.

4.3 Study Area

The Samanalawewa Hydropower Project is located in the central portion of Sri Lanka,

in the Belihul Oya region of Rathnapura division, Sabaragamuwa province. The project
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was completed in 1992, just downstream of the confluence of Belihul Oya to Walawe

River. The watershed region (359 km2) is midland, made of marble and quartz, and

has an average altitude of around 530 m [31]. The region is located inside the rainy

region of the country (wet zone), with a mean annual precipitation of around 2500 mm

[36]. The southwest monsoon provides the majority of the rainfall for the catchment,

with minor contributions from the northeast monsoon and inter-monsoon storms. The

Samanalawewa Hydroelectric power project includes a U-shaped rockfill dam around

110 m high from its foundation. The power station is capable of producing 124 MW as

per the design guidelines. Figure 1 illustrates a detailed catchment map.

Samanalawewa hydroelectric is among Sri Lanka’s oldest and largest reservoir-type

power stations and has long played an essential part in maintaining power distribu-

tion stability during peak times. It accounts for 8.69% of all extensive hydroelectric

plants providing electricity for Sri Lanka’s electrical requirements. Since its start, this

project has aroused significant attention owing to the leakage problem discovered on

the lake’s right bank due to poor geological characteristics [37]. Moreover, several envi-

ronmental difficulties were noted during the design stage; however, little awareness was

taken because no stringent environmental restrictions necessitated substantial develop-

ment efforts [38].

Although the Environmental Impact Assessment (EIA) framework was established in

Sri Lanka in 1988, EIA during the building of Samanalawewa was primarily centred on

vegetation revascularization and habitat conservation.

Due to the apparent leak, phase 2 of the construction of the hydropower plant (120

MW capacity) was suspended; therefore, a mini-hydropower facility was constructed to

utilise the leaking water. Despite the Ceylon Electricity Board’s (CEB’s) valiant efforts

to halt the leak, stored water continues to flow at a pace of 2.1–2.8 m3/s [39].

Irrigated water from the dam is vital for agricultural usage in downstream settlements

such as Kaltota, Madabadda, Welipotayaya, and Koongahamankada. Paddy yields

downstream of the study area have been reduced by 11.5 per cent due to a lack of

water in the reservoir [40]. Therefore, water management is highly important.

Because a portion of the confiscated water is immediately delivered for irrigation with-

out going through the power station, analyzing the prospective availability of water in

the Samanalawewa dam for energy production is crucial. Another fraction (the leaking

component) is supplied by mini-hydropower plants that produce far less energy. Fur-

thermore, water management at the Samanalawewa reservoir must be more carefully
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managed with the rising availability of water from downstream agricultural districts.

Furthermore, climate variability may influence CEB’s watershed management goals at

the Samanalawewa hydroelectric station, either positively or negatively. As a result, the

following study will interest the many stakeholders of the Samanalawewa Hydropower

Project.

To assess that, the monthly rainfall data were purchased from the Department of Me-

teorology, Sri Lanka, for the rainfall stations showcased in Figure 4.1. The data was

collected from 1992 to 2018 as per the availability. There were some missing data due

to various reasons, including instrumentation errors. Therefore, the data were screened

carefully before they were used. Balangoda, Alupola, Detanagalla, Belihuloya, Nonpareil

(Belehuloya), and Nagrak Estate are the six stations used in this study.

4.4 Methodology

The overall explanation of the method used in this study is presented in this section.

The development process is several steps. Initially, futuristic climate data were extracted

and corrected their biases using the linear bias correction technique. Then the Cascaded

ANFIS algorithm is used to generate the outputs for each pair of inputs. This process

is explained in the algorithm usage subsection.

Furthermore, three state-of-the-art algorithms, GRU, RNN, and LSTM, are used to

distinguish the efficiency of the algorithms.

4.4.1 Climate data extraction for future

Global Climatic Models (GCMs) accommodate climatic data at vast ranges across im-

mensely different landscapes. In contrast, Regional Climatic Models (RCMs) are em-

ployed at more inadequate orders and can accommodate more specific data for adap-

tation evaluation and preparation [41]. As a projected instrument, GCMs forecast the

climate variance of the Earth in the future. They should, however, be investigated on a

local or even global scale to identify efficient correspondence procedures.

Future climatic data for various situations can be retrieved. Such scenarios are known

as Representative Concentration Pathways (RCP), where weather data can be obtained.

RCPs can be expressed as trajectories on the Intergovernmental Panel on Climate

Change’s [42] greenhouse gas concentrations. RCP 2.6, 4.5, 6.0, and 8.5 are the four

most generally applied RCPs in the literature [42]. RCP4.5 is the intermediate emission
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scenario, in which emissions begin to decline around 2045, where RCP8.5 is the leading

emission situation, in which discharges proceed to rise during the 21st century.

It is generally known that RCMs have variable degrees of methodical bias [43, 44].

The causes of such preferences could be due to methodical model mistakes produced

through poor conceptualizations, spatial averaging, and discretizations in grid cells.

Some prejudice improvement strategies are employed in the literature to address these

biases [45]. Linear scaling, local intensity scaling, power transformation, variance scaling,

distribution transfer, and delta change approach are widely used techniques in removing

biases in climatic data.

The Linear Scaling (LS) approach [46] is employed extensively in various investigations

due to its simplicity and speed of application. LS can adjust all-climate elements to an

appropriate level; however, a few examples of precipitation corrections can be found in

Gimire et al., Lafon et al., Luo et al., and Mahmood et al. [47–50]. The bias correction

method for linear scaling can be implemented employing the two equations provided here

(Equations (4.1) and (4.2)), where his, cor, sim, obs, d, and P stand for raw RCM data,

bias-corrected data, raw RCM corrected data, observed data, daily, and precipitation,

respectively, and m is the long-term cyclical average of rainfall data:

P corhis,d = Phis,d ∗
µm(Pobs,d)

µm(Phis,d)
(4.1)

P corsim,d = Psim,d ∗
µm(Pobs,d)

µm(Psim,d)
(4.2)

LS technique was used to remove the biases in the RCP precipitation products as shown

in the Equations 4.1 and 4.2. The ground-measured monthly rainfalls were used to

remove these biases.

As mentioned in the above sections on dataset generation for future rainfall, four data

points are generated for every month in the range from the year 2021 to the year 2099

using RCP 4.5 and RCP 8.5 climate models. Accordingly, these four data points were

used as the inputs to the Cascaded ANFIS algorithm. In the end, the mean of the

outputs is calculated as the final solution f (equation 4.3). Where, On,j is the output

of nth level jth node.

f =

∑4
j=1On,j

4
(4.3)
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4.4.1.1 Parameter settings for each algorithm

This study is conducted to investigate the best prediction algorithm from the state-of-

the-art algorithms in hydropower forecasting. Hence, there are several algorithms used,

and each algorithm is created with the optimum parameters. Following is the complete

list of algorithms used in this study.

1. Multilayer Perception (MLP)

2. K - Nearest Neighbors (KNN)

3. Adaptive Network-based Fuzzy Inference System (ANFIS)

4. Particle Swarm Optimization with ANFIS (ANFIS-PSO (Hybrid))

5. Genetic Algorithms with ANFIS (ANFIS-GA (Hybrid))

6. Linear Regression

7. Lasso Regression

8. Ridge Regression

9. Recurrent Neural Network (RNN)

10. Long Short-Term Memory (LSTM)

11. Gated Recurrent Unit (GRU)

12. Cascaded ANFIS

Here, two algorithms were used: general machine learning algorithms and regression

machine learning algorithms. MLP, KNN, and ANFIS methods can be presented as

general machine learning algorithms, while Linear, Lasso, Ridge, LSTM, GRU, and

RNN can be introduced as regression models.

Each algorithm is separately coded and run during the study to generate the outputs.

Most of the algorithm parameters are manually adjusted, while some of the algorithms

are adjusted under the consideration of literature studies. Each parameter for each

algorithm is shown in Table 10.1.
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Table 4.1: Parameter Setting for each algorithm

Algorithm Parameters

MLP

Hidden layer size 50, 50, 50

Activation tanh

Solver adam

alpha 0.05

learning rate constant

KNN
Weights Uniform

n neighbors 1

ANFIS

Iteration 100

Membership

Functions
3

Step Size 0.1

Decrease rate 0.9

Increase rate 1.1

ANFIS-PSO

Inertia Weight 1

Inertia weight

damping ratio
0.99

Personal Learning

Coefficient
1

Global Learning

Coefficient
2

ANFIS-GA

Crossover

Percentage
0.7

Mutation

Percentage
0.5

Mutation Rate 0.1

Selection

Pressure
8

Gamma 0.2

RNN / LSTM / GRU

Optimizer adam
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Table 4.1: Parameter Setting for each algorithm

Algorithm Parameters

Learning rate 0.0001

Activation relu

batch size 30

epochs 100

Cascaded ANFIS

Iteration 100

Membership

Functions
3

Step Size 0.1

Decrease rate 0.9

Increase rate 1.1

The experiment was carried out for the hydropower generation dataset. Nine different

algorithms were tested, and the best algorithm was chosen based on the Root Mean

Square Error (RMSE) and the Coefficient of Determination (R2) of each algorithm.

The RMSE and R2 can be calculated as shown in Equation 4.4,4.5.

RMSE =

√√√√1

q

q∑
t=1

(ū(t) − û(t))2 (4.4)

R2 = 1 − RSS

TSS
(4.5)

Where, in Equation 4.4, ū(t) is introduced as the prediction and û(t) is the real output.

q is the size of the population. In Equation 4.5, the sum of the squares of the prediction

is RSS and the sum of squares of real values is TSS.

4.5 Results and Discussion

This section includes two main subsections. First, algorithm comparison is introduced

since selecting the best algorithm is one of the main objectives of this study. Second,

the future power generation is explained along with the results with the best algorithm

selected here.
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Figure 4.2: Coefficient of Determination (R2) of Rain Fall Test dataset for (a) KNN,
(b) MLP, (c) ANFIS (d) PSO-ANFIS and (e) GA-ANFIS
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Figure 4.3: Coefficient of Determination (R2) of Rain Fall Test dataset for (a) Linear
Regression, (b) Lasso Regression, (c) Ridge regression (d) RNN, (e) LSTM and (f)

GRU

4.5.1 Comparison of the Algorithms

Table 4.2 presents the RMSE for each algorithm at the training and testing phases.

The slightest error of 1.01 in the training and 1.80 in the testing was obtained by the

Cascaded ANFIS. As mentioned in the introduction of the Cascaded ANFIS, the error

reduces while propagating through levels. Hence, a higher level of structure generates

more accurate results at the cost of computational power. However, the results are for

the Cascaded ANFIS at level 20.
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Figure 4.4: Cascaded ANFIS behavior for different levels.(a) Level 1, (b)Level 10, (c)
Level 20

Moreover, the second, third, and fourth best accuracies are LSTM, GRU, and RNN.

They obtained 6.03, 6.50, and 7.85 errors during the training sequentially. It is also

worth remarking that the other ANFIS algorithms, such as ANFIS, ANFIS-PSO, and

ANFIS-GA, present a higher error rate when compared with the other algorithms.

Furthermore, the Coefficient of Determination (R2) is calculated for each algorithm

as shown in Figures 4.2 and 4.3. Here, Figure 4.2 shows the performances of general

machine learning algorithms and Figure 4.3 shows regression machine learning algorithm

performances. R2 is used to examine how variations in one variable may be explained

by changes in another.

R2 calculates the percentage variance in y explained by x-variables. The measure runs

from 0 to 1. (the x-variables can explain, i.e. 0% to 100% of the variation in y).

The best R2 is given by the Cascaded ANFIS as 0.929. while GRU, LSTM, and RNN

calculate it as 0.711, 0.701, and 0.634, respectively.

The increase of R2 of the Cascaded ANFIS by level can be seen in Figure 4.4. At level

1, R2 is 0.422 because only two variables are considered the input to ANFIS modules

at the first level. Then at level 10, the R2 value has increased by almost 50%. Finally,
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Table 4.2: RMSE for training and testing

Algorithm RMSE (Train) RMSE (Test)

MLP 7.52 25.26
KNN 9.73 19.33
ANFIS 10.47 18.06
ANFIS-PSO 10.99 16.61
ANFIS-GA 11.88 16.87
Linear Regression 13.74 14.85
Lasso Regression 13.72 14.82
Ridge Regression 13.70 14.88
RNN 7.85 11.62
GRU 6.50 8.33
LSTM 6.03 6.88
Cascaded ANFIS 1.01 1.80

at level 20, the value has reached almost 1 (0.929). Therefore this result explains that

the Cascaded ANFIS algorithm outperforms all other algorithms, including regression

models. Hence, the Cascaded ANFIS algorithm forecasts hydropower generation up to

the year 2099.

4.5.2 Forecasting of Hydropower Generation for future

Figure 4.5: Hydropower Predictions from Khaniya et al (2020) [13]

Figure 4.6 showcases the projected power generation for the near future under the

RCP4.5 and RCP8.5 climate scenarios. It can be seen herein that both climate sce-

narios have projected a significant decline in power generation in the Samanalawewa
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Figure 4.6: Power generation prediction from the year 2021 to 2040
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Figure 4.7: Power generation prediction from the year 2041 to 2099

Hydropower plant. The declination is monotonic except for a couple of years of slight

inclinations. However, interestingly, the power generation in RCP4.5 is lower than that

of RCP8.5. Many development projects are expected in Sri Lanka, requiring a significant

power demand. It is projected around a 1000 MW power demand for Sri Lanka in the

future. In addition, Sri Lanka has proposed to generate more than 70% of its power

demand using renewable resources by the 2030s. However, the Samanalawewa power
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plant results for the near future do not support both requirements in the near future.

This is critical as the power plant significantly contributes to Sri Lanka’s power demand

as a renewable resource.

Figure 4.7 presents the projected power generation for mid-future years (2041 to 2070)

from both RCP scenarios. Unlike in the near future, the projected power generation

patterns have zig-zag patterns for both climatic scenarios. However, they still showcase

declining trends. In addition, the significant differentiation in the projected power gen-

eration from RCP4.5 and RCP8.5 for the near future cannot be seen in the mid-future.

Instead, an overlap of both climatic scenarios can be seen.

Nevertheless, the projected power generations under RCP4.5 and RCP8.5 climatic sce-

narios showcase the impact of climate change on hydropower generation in a healthy

hydropower plant in Sri Lanka. Even though Figures 4.6 and 4.7 present the annual

power generations, seasonal impacts can also be seen on the higher resolution scales

such as monthly power generations. Therefore, climate change is adversely impacting

the Samanalawewa hydropower plant in the near future and mid-future, even though

Sri Lanka’s power demand is in escalating phase. Therefore, the findings of this re-

search can be used for critical discussions by the stakeholders and then enhance the

countermeasures.

Clear differences can be seen for the power generation prediction from two different

techniques (Figure 4.5 and 4.6). Khaniya et al. (2020) [13] have frequently used ML

algorithms in ANNs. Significant reductions can be seen for RCP4.5 under this Cascaded

ANFIS algorithm. Therefore, the results have to be carefully assessed with time. The

analysis can be restructured in the short term.

Figure 4.7 illustrates the projected power generation from 2041 to 2099. A similar

illustration to mid-future (2041-2070) power generations can also be seen in the far future

(2071-2099). However, the projections overall do not showcase declining or inclining

trends, even though they have peaks and troughs. Nevertheless, as per the authors’

understanding, it is too early to comment on power generation in the far future. RCP

scenarios have projections for the far future; however, the high variability of climate and

its relationship to greenhouse gas emissions might change future patterns. In addition,

the world’s green energy concepts, like electric vehicles, would positively impact the

changing climates in the long run. Even though authors have found the projected power

generations for the far future, quick conclusions may not be feasible.
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4.6 Conclusion

Hydropower generation for the Samanalawewa hydropower plant was forecasted using

a novel Cascaded ANFIS algorithm under RCP4.5 and RCP8.5 for future years. The

newly utilised algorithms’ accuracy is higher than other frequently used ones. It has

shown lower RMSEs and higher R2. The authorities would be interested in the pre-

diction model due to its robustness for practical applications. However, the algorithm

takes some significant time to train the forecasting model. The future projection is en-

gaging. The projection was considered for the near future and mid-future cases based on

the design life of a hydropower station. Therefore, the suggestions for future forecast-

ing should align with the design life of the hydropower plant. Replacement of various

essential instrumentation like turbines can significantly influence power generation ef-

ficiency. Therefore, the results presented herein are based on the currently available

system. Based on these, the model can successfully be utilized to forecast power gen-

eration for future years. Thus, the authorities and planners can learn about the future

generation and match the required demand. In addition, the authorities can make deci-

sions regarding replacements of various instrumentation to enhance the efficiency of the

Samanalawewa hydropower station.
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Chapter 5

Mahaweli River flood prediction,

a case study in Sri Lanka

Chapter 5 focuses on the application of rainfall-runoff predictions. This study mainly

focused on a case study on the Mahaweli River in Sri Lanka. This work is currently

(update 2022/12/21) under review in PLOS ONE journal.

5.1 Introduction

Natural disasters often occur due to recent climate changes. Several studies have focused

on climate change and its’ effect detection where Remote sensing methods are highly

used in these methodologies [1].

Floods are frequently observed in natural disasters. However, they are one of the direct

outcomes of the rainfall-runoff (R-R) process [2]. Due to their severity and frequent

occurrence, flood prediction has taken significant attention in R-R modelling [3]. Even

though they are natural disasters, their severity has been impacted by anthropogenic

activities. Flow hydrographs are drastically changed to have higher peaks quickly due

to ongoing urbanization [4–6]. Flash floods are often in urbanized areas [7, 8]. Hence,

urbanization is one of the most impacting factors in today’s floods.

In addition to urbanization, changing climate has adversely impacted today’s floods.

Some regions receive higher and intensified rainfall events [9–12] whereas some other

areas receive reduced rainfall events[13, 14] due to ongoing climate change. Frequent

floods are expected in areas with projected increased rainfall events. Many studies in

the literature support this observation [15–17].
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Therefore, accurate modelling of runoff-rainfall relationships to catchments is in high

demand. It is important to note that each catchment has to be modelled to find its

R-R relationship. Commercial and non-commercial hydrological computer packages are

available to simulate the R-R relationships of catchments. However, these computer

packages require various data related to digital elevation models, soil data, meteorolog-

ical data, and discharge data. [18]. The accuracy of the catchment models is highly

varied due to the quality of catchment data [19]. Only some catchments are gauged to

have meteorological and discharge data and other catchment characteristics on a tem-

poral and spatial basis. Thus, the catchment models always need help achieving the

required accuracy to model the runoff and then predict the floods.

In the event of limited data, soft computing [20, 21], and machine learning techniques

[22–25] are helpful to model the R-R processes. R-R processes can be modelled only using

the known rainfall and measured discharges and, importantly, without any catchment

characteristics. Hence, numerous methodologies under soft computing and machine

learning have been developed using various algorithms and study cases. One of these

data-driven methods is the artificial neural network (ANN), which has been used in

various fields, including hydrology and water resources. It has gained popularity because

it can address, model, and forecast stochastic and nonlinear situations in the system [26–

32] The algorithm does not replace conceptual watershed modelling of the impossibility

of describing the catchment’s internal structure and handling the data disseminated

relating to the physical properties. Nevertheless, they have gained acceptance as a

practical substitute for conceptual models for forecasting because of numerous benefits,

such as the ability to produce simple and accurate models [33] and the computation

speed [34]. Additionally, this study has demonstrated its strength and ability to mimic

hydrological events. As a result, ANN models are suggested for rainfall-runoff modelling

due to their straightforward designs and accuracy, enabling addressing the issues of

managing water resources.

In order to create ANN models, most studies have used feed-forward and backpropa-

gation (FFBP) networks. Although relatively well known for their ability to anticipate

floods, neither model’s performance in a particular application has been determined [28].

Since several learning methods may be used to improve ANN, there is still a wide range

of probability. Gradient descent (GD) is frequently used in neural network training at

the backpropagation stage [35]. GD has been used in recent years to increase the po-

tential of the backpropagation algorithm. However, the GD may experience problems
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with convergence, training technique slowdown, overfitting, and stocking inside local

minima. The performance of the training algorithm can lower the performance when

the structure of the model is complex, and the parameter set is significant [36–38].

Moreover, Feed-forward deep neural networks (FF-DNNs) have been used widely in cli-

mate change-related studies. A case study in Kastoria Lake in Greece used FF-DNN

to predict dissolved oxygen. They have obtained maximum NSE efficiency of 0.89 [39].

Forecasting of dissolved oxygen was studied using three methods such as the Autore-

gressive integrated moving average (ARIMA) method, Transfer Function (TF) method,

and NN method [40]. They concluded that the ARIMA method provides significant

results compared to TF and NN. Additionally, A combination of tools such as remote

sensing, weather forecasting, and Artificial Intelligence was used to improve irrigation

management in Mediterranean Basins. This study suggests that comprehensively using

these tools can enhance the irrigation system rapidly [41].

Recently, several novel evaluations of CNN models were implemented: the Extreme Gra-

dient Boosting (XGBoost) and CNN-transformer. These algorithms have been widely

tested for uncertain and nonlinear data. Many studies recommended ANFIS as a highly

accurate algorithm for predictions [20, 21]. Xuan-Nam et al. (2010) [42] have pro-

posed an ML model for blast-induced ground vibration predictions in quarries. They

have employed several state-of-the-art algorithms, such as Moth-flame optimization-

based ANFIS, XGBoost, ANN, and SVM. The study showcased that the ANIFS-based

algorithm outperformed the other model with an accuracy of 98.62%. Moreover, two

environmental types of research have been introduced by Hamid et al. (2020)[20] and

Junliang et al.(2019)[21] employing ANFIS and XGBoost algorithms.

On the other hand, Genetic Algorithms (GA) in the hydrological sciences have been the

subject of several investigations to train (ANN) rainfall-runoff models that are more ac-

curate than backpropagation technique-based ANN models in anticipating the quotidian

flow [43] using natural code GAs. In conjunction with intelligence approaches, the GA

has developed into a potent tool for modelling and optimizing complicated processes

[44–46]. It is commonly used in ANN to enhance efficiency by tuning the parame-

ters [47, 48]. Roy and Singh [36] developed a novel hybrid metaheuristic method for

simulating the rainfall-runoff process that integrates Biogeography-Based Optimization

(BBO), Particle Swarm Optimization (PSO), and grey wolf optimizer (GWO) combining

ANN and Adaptive Network-based Fuzzy Inference Systems (ANFIS). Moreover, three
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optimization algorithms integrated with ANFIS were introduced for rainfall-runoff pre-

dictions, namely, Differential Evolution algorithm based ANFIS (ANFIS-DE), Particle

Swarm Optimization based ANFIS (ANFIS-PSO), and Genetic Algorithm based ANFIS

(ANFIS-GA) [49]. Investigating and contrasting these models in hydrology is strongly

advised because the different algorithms have various advantages and distinct methods

for complex modelling phenomena. The investigations in hydrology, particularly rainfall-

runoff modelling, are still in the early stages. Hence, the computational analysis has to

be comprehensively conducted for a better outcome. Therefore, this research study aims

to contribute to scientific society by achieving the following objectives.

1. Designing and developing an accurate, low computational complex machine learn-

ing model for rainfall-runoff forecasting. (The Cascaded-ANFIS)

2. Conducting comprehensive experiments to support the proposed algorithm using

three regression algorithms (Long Short-Term Memory (LSTM), Grated Recurrent

Unit (GRU), and Recurrent Neural Networks (RNN)) using an important river

basin in Sri Lanka

3. Predict the future water levels for the near-future (2022 - 2030) and mid-future

(2031 - 2050) using Shared Socio-economic pathways (SSP245 and SSP585) and

then analyze the flood events in the future.

5.2 Methodology

5.2.1 Problem formulations

The following relationship shown in Equation 5.1 was modelled using the Cascaded-

ANFIS algorithm. The relationship was trained using the ground-measured rainfall and

water level. Subscript t in Equation 5.1 denotes the time domain of the R-R relationship.

WaterLevelt = f(RainFalli,t) (5.1)

However, it is well noted that time domains can be shifted from rainfall to runoff from

that rainfall due to the catchment characteristics like river length, catchment area, land

use patterns, and soil type. The travel time of a particular rainfall event has to be

clearly understood.
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Figure 5.1: The overall structure of the Cascaded-ANFIS implementation using the
selected inputs.

Figure 5.1 presents the flowchart for the developed Cascaded-ANFIS model. As shown

in the Figure, the rainfall data is used as the primary input of the system. Then the

input data are re-arranged with a delay of one day and two days. The inputs were then

removed based on the computation of the correlation between each input and the output

of the flow level. A minimal correlation of 0.40 between an input and an output was

used in this case. The selection methodology of inputs is discussed in later sections.

5.2.2 Comparative analysis to identify the best algorithm

Three regression algorithms (Long Short-Term Memory (LSTM), Grated Recurrent Unit

(GRU), and Recurrent Neural Network (RNN)) together with the Cascaded-ANFIS

algorithm were used to formulate the R-R relationship. These ML algorithms were

considered in this study due to a few specific reasons, such as algorithms being similar

and easy implementation. Moreover, they are low in weight and can be processed in

a general computer without GPU support. Table 10.1 shows that the same parameter

values were considered for LSTM, GRU, and RNN tuning. These parameters were

selected based on trial and error methods. Each parameter is tested with the datasets

used in this study and employs the optimum value.
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The Cascaded-ANFIS used three gaussian membership functions for each input in the

system. The whole cascades were ten to achieve satisfactory accuracy and error value.

Table 5.1: Parameter settings of the algorithms used in this study.

Algorithm Parameters

RNN/LSTM/GRU

Optimizer adam
Learning rate 0.0001
Activation relu
Batch size 72
Epoches 1000

Cascaded-ANFIS

Iterations 100
Membership Functions Gausian
Number of Membership Functions 3
Number of Cascades 10
Step Size 0.1
Decrease rate 0.9
Increase rate 1.1

5.2.3 Mahaweli River sub-catchment analysis

Localized floods can be observed in sub-catchments in Figure 5.3a and 5.3b without

showcasing major floods downstream of the river due to the catchment characteristics.

Therefore, the downstream river gauge may not observe any flood situation. However,

upstream sub-catchments might have experienced localized floods. Therefore, it is essen-

tial to cluster larger catchments into sub-catchments and then analyze them separately.

This scenario was analyzed in this research work and formulated Equation 5.1 for sub-

catchments.

5.2.4 Flood identification

According to the desinventar dataset of natural disasters [50], there has been significant

damage due to flooding in Sri Lanka. In most cases, the damage has increased due to

unexpected heavy rainfall and poor irrigation management. The database reveals that

in the past events from 2005 to 2018, there was at least one death due to flooding. The

highest number of deaths, injured and missing personals were recorded in 2017, with 67,

73, and 63, respectively.

Historical water levels were analyzed to define threshold water levels to identify floods in

the basin. Here, water levels were considered because the authorities recorded the data

as water levels instead of the water flows. If the water levels or stream flows exceed the
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threshold, that flow may be a flood. However, this can be confirmed with the ground-

measured discharge data and by comparing flood data to the catchment. Nevertheless,

many countries do not have these flood databases, so there can be some issues with the

accuracy [51].

5.2.5 Shared Socio-economic Pathways (SSP) Climate Data Extrac-

tion

IPCC’s sixth report [52] presented a new set of scenarios based on greenhouse gas emis-

sions to project the future climates until 2100. Practitioners who engage with future

climate data may investigate climate changes across a range of quite diverse futures

thanks to the availability of climate forecasts for numerous Shared Socio-Economic Path-

ways (SSPs). These SSPs are titled SSP1, SSP2, SSP3, SSP4, and SSP5 under several

Socioeconomic Pathways. SSPs describe potential future growth pathways for human

cultures. A set of models combine assumptions on the ambitions for reducing the impact

of climate change with predictions about how population, education, energy usage, tech-

nology, and other factors may evolve over the next century. Various conceivable future

climates, from a pessimistic high-carbon scenario to a low-carbon one that satisfies the

goals of the 2015 Paris Agreement, are described in the climate change forecasts from

these scenarios [53, 54].

The Representative Concentration Pathways, or RCPs, or earlier projections of green-

house gas concentration, are improved upon by SSP-based scenarios. To investigate the

consequences of various emission trajectories or emissions concentrations, RCPs were

explicitly created for the community of climate modellers. It is challenging to relate so-

cial trends such as population growth, educational attainment, and government policies

to climate objectives like limiting global warming to below 2 ◦C since the socioeconomic

factors used to establish RCPs need to be standardized. To address this, SSPs outline

how societal decisions might alter Radioactive Forcing towards the end of the century. As

a result, SSPs were built on RCPs to enable a uniform comparison of societal decisions

and the degrees of climate change they cause. These SSP data are used in various recent

research studies such as flood forecasting [55], land use optimization [56], and prediction

of air pollution for the future [57]. Climate change research [57]. According to these

studies, the reliability of SSP data is much higher than the RCP data. Therefore, this

study employed SSP projections for daily rainfall data acquisition [58, 59]. Here, two
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SSP scenarios have been used for the data acquisition, such as SSP2-4.5 and SSP5-8.5.

SSP2-4.5 represents the low carbon impact globally, while SSP5-8.5 is the high carbon

scenario.

5.2.6 Bias Correction

The extracted rainfall data under SSP2-4.5 and SSP5-8.5 were corrected using linear

bias correction factors. Usually, the data extracted from climate models may have some

systematic errors [60]. Therefore, the model’s extracted climate data are corrected for

bias using the ground-measured climate data. Various bias correction techniques are

available [61]; however, the linear bias correction method was selected in this research

work. Equation 5.2 gives the simple mathematical formulation for linear bias correction.

More details on this can be found in Chaturanika et al. [62].

RF ∗
sim(d) = RFsim × µm(RFobsd))

µm(RFhis(d))
(5.2)

Where RF, d, µm, his, obs, and sim are rainfall, daily, long-term monthly mean, raw

SSP data, observed/measured data, and raw RCM forecast. The symbol ∗ denotes the

bias-corrected datasets.

5.2.7 Projected water levels and floods

Bias-corrected SSP rainfall data were fed to the developed R-R relationship in Equa-

tion 5.1. Based on these future rainfalls under two SSP scenarios, the stream flows in

the means of water levels were predicted for future years. These predicted water levels

for the whole catchment were tested for the extreme values in the time series and then

identified localised and downstream floods. These predicted floods are given for the near

future (from 2022-2030) and mid-future (2031-2050).

5.3 Case Study

Sri Lanka is a country blessed with water resources. However, heavy monsoon rainfall

drives many rivers into floods, and annual floods are quite often [63]. Sri Lanka has many

rivers, tanks and lakes, and these watersheds are flooded during the monsoon periods.

Several deaths and excessive structural damage are annually reported due to extreme

weather conditions. Sri Lanka has 103 rivers, and the total length of the rivers is around
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4500 km. The longest river in Sri Lanka is the Mahaweli River. It is 335 km long and

covers a 10488 km2 river basin which covers almost one-fifth of the total area of the

island [64, 65]. The river has several branches along the way to the sea. 40% of the total

electricity demand of Sri Lanka is provided by the hydropower generated by the Ma-

haweli River. Nevertheless, the Mahaweli River is known to provide a vast water supply

for the cultivation of crops such as rice and vegetables [66]. Several Mahaweli River de-

velopments have been for hydroelectric generation and irrigation purposes. Many dams

were constructed along the river to enhance energy generation, which led to flood risk

changes. Kothmale dam was one of those constructed to generate electricity; however,

indirectly, it has mitigated the floods downstream [67]. The Mahaweli River was selected

for this research study due to its importance in many utilities and its frequent floods in

the northeastern monsoon period (from December to February).

5.3.1 Study area and sub-catchments

The Mahaweli River starts from the central hills of Sri Lanka with several small creeks.

Agra Oya from Horton Plains is one of the starting creeks of the Mahaweli River. The

river reaches the Bay of Bengal on the southwestern side of Trincomalee Bay. The bay

includes the first of several submarine canyons, making Trincomalee one of the finest

deep-sea harbours in the world. As part of the Mahaweli Development program, the

river and its tributaries are dammed at several locations to allow irrigation in the dry

zone, with almost 1,000 km2 (386 sq mi) of land irrigated. Figure 5.3 presents the

primary catchment and sub-catchments, whereas Figure 5.2 shows the catchment of the

Mahaweli River basin.

Two sub-catchments were identified along two tributaries of the Mahaweli River. The

catchment above Peradeniya (for Kothmala Oya and other parts upstream creeks of

Mahaweli River) is given in Figure 5.3a while the catchment above Thaldena for Badulu

Oya is given in Figure 5.3b. The sub-catchment at Peradeniya is in the wet zone of

the country; thus, heavy rainfall can be experienced. However, the sub-catchment at

Thaldena is in the wet and intermediate zone. Thus, the rainfall in that sub-catchment

is not as high as that at Peradeniya. However, these two sub-catchments are essential

in the aspects of terrain, land use, and urbanization. In addition, two flow gauges can

also be found in these two sub-catchments.
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Figure 5.2: Study area of the Mahaweli river catchment map

5.3.2 Data

Figure 5.2 shows rain gauges for the Mahaweli River basin. Due to the unavailability

of complete data in most of the years, the daily rainfall data from 2000 to 2017 were

purchased from the Department of Meteorology, Sri Lanka. The missing data percentage

for the selected years was less than 1%. The rain gauges were selected to represent the

whole catchment covering as much as its area. In addition, the stream flow gauge at

Manampitiya was selected to model the R-R relationship. This is the most downstream

stream flow gauge available. The water levels at the station were purchased from the

Department of Irrigation, Sri Lanka. Furthermore, two water level measuring stations

were identified for the selected two sub-catchments: Pereadeniya and Thaldena (refer to

Figures 5.3a and 5.3b). The water levels for these two stations were also purchased for

the same period from the Department of Irrigation, Sri Lanka.

A descriptive analysis of the dataset used in this analysis is shown in Table 5.2. There

were 6207 data samples in the dataset. The water levels are presented in centimetres,

whereas the rainfalls are presented in millimetres. Moreover, several homogeneity tests

were conducted, such as the Standard normal homogeneity test (SNHT), Buishand range
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(a)

(b)

Figure 5.3: Sub Catchment Study areas; (a) Catchment map at the Peradeniya sub-
catchment; (b) Catchment map at the Thaldena sub catchment
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Table 5.2: Descriptive analysis of the data for the Mahaweli River basin

Variable Sample Data mean std min 25% 50% 75% max

Peradeniya 6207 5.27 13.56 0 0 0 3.9 194.3
Minneriya 6207 4.28 14.09 0 0 0 0 210
Calidonia 6207 5.84 11.87 0 0 0 7 144.6
Parakrama samudhraya 6207 5.13 15.69 0 0 0 0 222
Kandalama 6207 4.55 13.78 0 0 0 0 198.6
Kalawewa RB 6207 3.52 11.51 0 0 0 0 166
Bowatenna 6207 5.09 15.29 0 0 0 1.1 242.5
Kotmale 6207 6.50 13.95 0 0 0 7 191
Polgolla 6207 4.61 11.98 0 0 0 3 170
Randenigala 6207 4.61 13.70 0 0 0 1.3 270.9
Victoria 6207 3.98 11.89 0 0 0 1.3 295
Badulla 6207 5.05 11.94 0 0 0 3.7 195.9
Bandarawela 6207 4.48 10.36 0 0 0 3.4 134.9
Mannampitiya Water Level 6207 0.92 1.94 0.02 0.17 0.34 0.80 26.93

(BR) test, Pettitt test, and von Neumann ratio (VNR) test to evaluate the dataset before

employing it in training models.

Due to the missing data in a significant time frame, few rainfall stations were omitted

in the evaluation of the case study. The missing data were presented in Huruluwewa,

Dambuluoya, Ulhitiya, Minipe LB, and Rantembe. Therefore, as shown in Table 5.2, 13

rainfall station data were considered as the inputs.

The correlation calculation in subsection 5.2.3 is given in Table5.3. The selected outputs

are highlighted with a minimum of 0.4 correlation. Twelve inputs were selected using

the correlation method to train the R-R model. The trial and error method made the

selection based on the correlation. At a correlation value of 0.40, the maximum accuracy

was obtained. Then the general structure of the Cascaded-ANFIS was used to generate

the final outputs of predicted water levels. Additionally, according to the literature, it is

considered negligible if a correlation is 0.30 or below. Therefore, 0.40 and above values

were considered safe marginal inputs in the system [68].

5.3.3 Recent floods for the river basin

Figure 5.4 shows the annual water level measurements at each of the observation points,

such as the primary catchment of Mahaweli River (Mannampitiya) and sub-catchments

of Mahaweli River (Peradeniya and Thaldena). It can be seen that Mannampitiya water

outlets record a higher level of water when compared with the sub-catchments. As

indicated by the figure (refer to the rectangular section), the water levels on some of
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Table 5.3: Correlations between inputs and the flow levels

RF Stations
Correlation

t t-1 t-2

Peradeniya 0.14 0.25 0.22
Minneriya 0.30 0.41 0.38
Calidonia 0.08 0.16 0.14

Parakramasamudhraya 0.34 0.49 0.43
Kandalama 0.28 0.40 0.36
Kalawewa 0.22 0.31 0.27
Bowatenna 0.32 0.47 0.40
Kotmale 0.08 0.15 0.12
Polgolla 0.19 0.33 0.30

Randenigala 0.29 0.48 0.48
Victoria 0.29 0.49 0.45
Badulla 0.25 0.42 0.42

Bandarawela 0.17 0.29 0.28

the days of 2011 (21.8 m on 10/01/2011), 2012 (25.6 m on 18/12/2012 and 21.7 m on

27/12/2012), and 2014 (26.9 m on 27/12/2014) were higher than 20m. These can be

identified as flood thresholds to the Manampitiya river gauge.

Sub-catchments Pereadeniya and Thaldena showcased some higher water levels com-

parable to the higher water levels at Manampitiya; however, some differences can also

be observed (refer to Table 5.4). Thaldena has not showed a significantly higher water

level in 2012, but higher water levels were observed at Manampitiya during the same

time (t1, t2, and t3 in Figure 5.4a). Similar trends can be observed in Peradeniya too.

Therefore, the analysis of sub-catchments for floods is highly justified. Comparable ob-

servations have led the authors to define flood thresholds for Peradeniya and Thaldena.

The threshold for Peradeniya was considered 6 m, while 3 m was considered for Thaldena.

The flood events were identified in Peradeniya and presented as t1, t2, and t3 in Figure

5.4b (6.7 m on 03/06/2013, 6.9 m on 14/09/2013, and 6.7 m on 26/12/2014) while two

incidents were identified for Thaldena and presented as t1 and t2 in Figure 5.4c(3.1 m

on 02/02/2011 and 3.5 m on 26/12/2014).

5.4 Experimental Results

5.4.1 Evaluation Parameters

The algorithm performances were then tested by several metrics including root mean

square error (RMSE), bias, Nash-Sutcliffe efficiency (NSE), Kling- Gupta Efficiency
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(a) for Mannampitiya

(b) for Peradeniya

(c) for Thaldena

Figure 5.4: Historical Water Level measurements from year 2000 to 2015: (a) at
the Manampitiya water level measurement station, (b) at the Peradeniya water level

measurement station, and (c) at the Thaldena water level measurement station
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Table 5.4: Water levels at river gauges

Date
Water Levels (m)

At Manampitiya At Peradeniya At Thaldena

10/01/2011 21.8 2.5 0.98
02/02/2011 19.2 1.6 3.1
18/12/2012 25.6 3.7 1.4
03/06/2013 0.1 6.7 0.1
14/09/2013 0.4 6.9 0.05
26/12/2014 21.7 6.7 3.5
27/12/2014 26.9 3.3 1.2

Bold values are identified as floods

(KGE), and correlation coefficient (R). These performance evaluating metrics are given

in Equations (7.6), (7.2), (7.3), and (7.1).

RMSE =

√√√√1

q

q∑
t=1

(u(t) − ū(t))2 (5.3)

bias =

∑k
j=1 u(t) − ū(t)∑k

j=1 u(t)
(5.4)

NSE = 1 −
∑k

j=1(u(t) − ū(t))2∑k
j=1(u(t) − v̄(t))2

(5.5)

R =

∑
(v(t) − v̄(t))(u(t) − ū(t))√∑

(v(t) − v̄(t))2
∑

(u(t) − ū(t))2
(5.6)

Where u(t) is the predicted parameter, ū(t) is the mean of predicted parameterv(t) is

the measured parameter, k is the population size, and v̄(t) is the mean of the measured

parameter. The correlation coefficient (R) represents the goodness of fit. It varies from

-1 to 1; the best is when it becomes 1. Bias tells the differences between predicted to

measured values. The ideal bias value is 0, and 1 becomes the worst. NSE calculates the

perfectness of the match between actual and prediction. The results of the NSE can vary

between minus infinity being the worst and 1 being the ideal [69]. KGE is a combined

calculation of three primary parameters: NSE, bias, and coefficient of variation. Recently

it has been used rapidly in hydrological model performance calculations [70].
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5.4.2 Performance Evaluation

5.4.2.1 Correlation of Coefficients calculation for the main catchment

The primary catchment of the Mahaweli River consists of 13 rain gauges, all of which

were used to predict the water level at Manampitiya. As mentioned in the previous

sections, the experiment was designed to identify the best R-R prediction algorithm.

The algorithms used in this study are LSTM, GRU, RNN, and Cascaded-ANFIS. Figure

5.5 shows the coefficient of correlation of the predicted water to the ground-measured

water level at the Manampitiya river gauge.

Figure 5.6 presents the prediction accuracy under combined scenarios which were initially

identified as per Table 5.3 for the predicted water levels at Manampitiya.

5.4.2.2 Correlation of Coefficients calculation for sub-catchments

Figure 5.7 and 5.8 shows the prediction accuracy of water levels for each algorithm for

the sub-catchments Peradeniya and Thaldena.

Additionally, a few other parameters were used for the evaluations of the results such

as Bias, NSE, RMSE, and KGE. The evaluation results are presented in Table 5.5.

5.4.3 Projected water levels at Manampitiya

Figures 5.9 illustrate the projected future water levels at Manampitiya under the two

SSP scenarios for the near future (2022-2030) and mid-future (2031-2050). These results

project some exciting interpretations. None of the scenarios presents extreme flood situ-

ations for any year from 2022 to 2050. This is very surprising. This can be due to several

reasons, including the future data quality and bias correction technique. However, these

strange results imply that the researchers conducted some extensive projected flood

analysis based on the ground-measured flow situations. In addition, the R-R model can

be implemented for Representative Concentration Pathways (RCPs) and then analyze

the differences.

5.5 Discussion

5.5.1 Model Evaluations

According to Figure 5.5i, it can be seen herein that the best prediction was performed by

the GRU algorithm with an R of 0.9301. In addition, the LSTM algorithm with 2-day
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(a) 0-day back
(Cascaded-ANFIS)

(b) 1-day back
(Cascaded-ANFIS)

(c) 2-day back
(Cascaded-ANFIS)

(d) 0-day back
(LSTM)

(e) 1-day back
(LSTM)

(f) 2-day back
(LSTM)

(g) 0-day back
(GRU)

(h) 1-day back
(GRU)

(i) 2-day back
(GRU)

(j) 0-day back
(RNN)

(k) 1-day back
(RNN)

(l) 2-day back
(RNN)

Figure 5.5: Mahaweli catchment water level prediction and observed values with
calculated correlation coefficient (R): 0-days (current day inputs), 1-day (the current
day and past 1-day inputs), and 2-day (the current day and past 1 and 2-day inputs)

back rainfall data (t-2 scenario) performed as the second best with 0.9265 (refer to Figure

5.5l). Interestingly, as per Figure 5.5b, the Cascaded-ANFIS algorithm showcased its

highest R-value at 0.9140 for 1-day back rainfall data (t-1 scenario). However, it can
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(a) Cascaded-ANFIS
test predictions for

selected inputs
(b) LSTM test predic-
tions for selected inputs

(c) GRU test predic-
tions for selected inputs

(d) RNN test predic-
tions for selected inputs

Figure 5.6: Prediction accuracy for water levels combined scenarios at Manampitiya:
(a) Cascaded-ANFIS; (b) LSTM; (c) GRU; (d) RNN

(a) (b)

(c) (d)

Figure 5.7: Prediction accuracy for water levels at Peradeniya: (a) Cascaded-ANFIS;
(b) LSTM; (c) GRU; (d) RNN

be clearly understood that three scenarios separately cannot be used to model the R-

R relationship. In other words, the rainfall which occurs two days back for the most

upstream location can reach Manampitiya on the current day. Similarly, rainfall received
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(a) (b)

(c) (d)

Figure 5.8: Prediction accuracy for water levels at Thaldena: (a) Cascaded-ANFIS;
(b) LSTM; (c) GRU; (d) RNN

one day back in another location can reach Manampitiya on the current day. Therefore,

a combination of these three scenarios has to be considered.

As in the selected rainfall gauge analysis, it was clear that the results were more consis-

tent and accurate. The Cascaded-ANFIS algorithm-based prediction model had an R of

0.933 for selected inputs (refer to Figure 5.6a). GRU, LSTM, and RNN showed R values

of 0.9133, 0.9120, and 0.8915, respectively, and were outperformed by Cascaded-ANFIS.

Therefore, the Cascaded-ANFIS algorithm can be used effectively to predictions of water

levels.

The sub-catchment correlation coefficient analysis in Figures 5.7 and 5.8 shows that the

Cascaded-ANFIS algorithm has outperformed the other three algorithms in predicting

water levels at the sub-catchment level. In Figure 5.8, the correlation coefficients were

found to be 0.9188 for Cascaded-ANFIS, 0.8894 for LSTM, 0.9082 for GRU, and 0.8594

for RNN. Therefore, the water level prediction for the Thaldena sub-catchment also

succeeded by the prediction model developed based on the Cascaded-ANFIS algorithm.

The proposed algorithm shows the least RMSE with 0.66. The proposed algorithm

also scored the highest NSE and KGE values, with 0.87 and 0.90. The second-best

performances were shown by the GRU algorithm having RMSE, NSE, and KGE as

0.79, 0.83, and 00.88. When considering the bias factor of the predicted outputs, the

Cascaded-ANFIS model shows a significantly low value of 1.52. This low score for the
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bias provides a certification that the model can predict the water levels with higher

accuracy and lower bias. The overall results are shown in Table 5.5.

Table 5.5: The evaluation results of the study; Percent bias value (Bias), Root Mean
Squared Error (RMSE), Nash-Sutcliffe efficiency (NSE), Kling-Gupta efficiency (KGE),

Correlation Coefficient (R)

Algorithm Bias RMSE NSE KGE R

Cascade-ANFIS 1.52 0.66 0.87 0.90 0.93
Grated Recurrent Unit 4.09 0.79 0.83 0.88 0.91
Long Short Term Memory 8.88 0.81 0.83 0.87 0.91
Recurrent Neural Networks 6.66 0.88 0.79 0.82 0.89

5.5.2 Forecasting of the river water level

Let the predictions be accurate (assumed). Then, there is a severe issue in the water

levels, thus the river flow at Manampitiya. The average water levels for Manampitiya

are around 10 m (from its historical data). However, the projected water levels are

around 6 m (60% of the average). Therefore, drought conditions can be projected. The

predicted outcomes of the trained model can be a result of the dataset. The dataset

provides a short range of rainfall data. Therefore, more than the sample size may be

needed to train a perfect R-R model. However, this cannot be considered a conclusion of

this study. Even though the prediction accuracy is good in the Cascaded-ANFIS model,

future data quality is critical in a solid prediction. Therefore, Figures 5.9 cannot be

treated as a conclusion of this study.

However, these water levels were presented in Figure 5.10 shows the forecasting of water

levels at Manampitiya for the projected rainfalls. From the year 2031 to 2050, forecasting

is shown in Figures 5.10c and 5.10d respectively for SSP2-4.5 and SSP5-8.5. The X-axis

contains 365 ticks representing days of the year, and the scale bar on the right side of

Figure 5.10 showcases the intensity of the water level. During the northeaster monsoon

(December to February), the water levels can be observed at higher levels, as predicted

at Manampitiya. However, the SSP5-8.5 scenario has projected lower water levels for

mid-year, reaching less than 1 m. These can be droughts. However, the SSP5-8.5 is a

higher scenario for fossil-fueled development. This observation cannot be seen in the

SSP2-4.5 scenario. The key observations are indicated using black and white squares

where black being lower water level periods and white being higher water level periods.
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(a)

(b)

(c)

(d)

Figure 5.9: Projected future water levels: (a) for near-future at SSP2-4.5; (b) for
near-future at SSP5-8.5; (c) for mid-future at SSP2-4.5; (b) for mid-future at SSP5-8.5
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(a)

(b)

(c)

(d)

Figure 5.10: Water level predictions in a graphical way: (a) SSP2-4.5 for the year
2022 to 2030; (b) SSP5-8.5 for the year 2022 to 2030; (c) SSP2-4.5 for the year 2031 to

2050;(d) SSP5-8.5 for the year 2031 to 2050
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Nevertheless, as discussed, more research is needed for a solid conclusion on future water

levels.

5.6 Conclusions

An R-R prediction model was developed using the Cascaded-ANFIS algorithm for the

Mahaweli River, the longest river in Sri Lanka. The R-R model was developed for the

sub-catchment levels as well. The dataset used in the case study was well evaluated

using four different methods of homogeneity tests Standard normal homogeneity test

(SNHT), Buishand range (BR) test, Pettitt test, and von Neumann ratio (VNR) test.

The algorithm was tested against three other regression algorithms used in most past

studies: GRU, LSTM, and RNN. The results were comparatively studied using corre-

lation coefficient, bias, RMSE, NSE, and KGE. The highest correlation coefficient was

recorded by the Cascaded-ANFIS when utilizing the selected rainfall gauges to train

the models having 0.933 where GRU, LSTM, and RNN showed the R values of 0.9133,

0.9120, and 0.8915, respectively.

Moreover, the bias value of the proposed algorithm is significantly low (1.52) compared

with the other algorithms. The Cascaded-ANFIS model scored 0.66, 0.87, and 0.90 for

RMSE, NSE, and KGE, respectively. These results outperformed the other algorithms

used in this study.

According to the overall results, it can be concluded herein that the Cascaded-ANFIS

algorithm-based prediction model has outperformed the other three algorithms. The

second-best algorithm that performed well in prediction was the GRU algorithm. How-

ever, the Cascaded-ANFIS algorithm has advantages compared to the black-box regres-

sion models, such as lightweight, lower computational cost, easy real-time implementa-

tion, and efficiency. Therefore, the Cascaded-ANFIS algorithm can predict the water

levels of various catchments under the requirement of measured rainfalls and water lev-

els. More importantly, the model can be developed under mixed rainfall input along the

timeline due to the upstream waterś travel time to the riverś downstream.

Overall the prediction model based on the Cascaded-ANFIS algorithm predicts accurate

results using the ground-measured rainfalls. The water levels were projected under two

SSP scenarios for the Manampitya station. However, promising results were only found

under the near future and mid-future SSP rainfalls. None of the years was projected to
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have unacceptable floods (by looking at the records). Therefore, this research does not

provide any conclusions about the future projected water levels.
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Chapter 6

Application of Generic

rainfall-runoff model

implementation

This work is currently (update 2022/12/21) under review in Natural Resources Research

(Springer) journal.

6.1 Introduction

River flows and flow-related analyses such as floods are complex and challenging due

to natural geographical circumstances, the combined effect of rainfall occurrences, and

catchment basin characteristics[1]. Many sophisticated hydrologic and hydraulic models

are available to analyze the flow scenarios, and their impact on the nearby flood plains

[2, 3]. However, these numerical models require several inputs, including precipitation,

atmospheric conditions, soil, other geological information, friction parameters, geomet-

rical features of rivers, etc. [4, 5]. Therefore, these input parameters highly influence

the accuracy of the outcome, which is the flow situation downstream. In addition, some

of these required parameters are Spatio-temporal dependent [6]. Thus, the analysis

becomes complicated. However, recent advances in computational competencies have

analyzed these complex scenarios attractive [7, 8].

Nevertheless, there is still a scope to improve the accuracy of river flow prediction in

the context of soft computing techniques and machine learning approaches. Robust
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nonlinear regression approaches are required to represent the river flows and their re-

lated research work; thus, artificial intelligence (AI) and soft computing approaches are

competent in handling these complexities. Genetic Programming (GP), Support Vec-

tor Machine (SVM), and Multigene Genetic Programming (MGP) are some of the soft

computing approaches used in the literature to predict river flows [9, 10]. In addition,

Artificial Neural Network (ANN) based and Fuzzy Logic (FL) based river flow and flood

forecasting models can be identified in the literature in the context of AI to the flow

predictions. Historical rainfall and runoff measurements are routinely used to mimic the

process [11]. However, AI approaches can estimate nonlinear functions to establish a

precise connection between the state parameters of the system without making explicit

assumptions about the theoretical aspects of flow situations. As a result, a detailed un-

derstanding of hydrological processes is unnecessary for AI-based R-R modelling. Tokar

and Johnson [12] had presented an ANN approach to predict runoff based on rainfall

and found interesting results when the model was applied to the Little Patuxent River

watershed in Maryland, USA. Their approach has received accurate results while main-

taining the model’s calibration flexibility. In addition, the processing time was quick

for calibration. Many researchers applied and tested similar or modified algorithms and

found accurate results for runoff modelling by ANN. Senthil Kumar et al. [13], Sruniva-

sulu and Jain [14], Machado et al. [15], and Wu and Chau [16] are some of the examples

of such studies which can be found in the literature.

In addition, some researchers have developed hybrid models to improve the effectiveness

of AI [17]. Wavelet Transform (WT), Principal Component Analysis (PCA), singular

spectrum analysis (SSA), and moving average (MA) are some examples to showcase the

hybrid approaches [18–21]. Hu et al. [18] demonstrated that PCA using delayed data

could improve the accuracy of the ANN approach for the flood forecasting process when

applied to the Darong River basin, China. According to Wu and Chau [16], SSA is

an excellent strategy for removing the lagging prediction influence of ANN algorithms.

In addition, some researchers have used hybrid models to predict the runoff combing

Dynamic Artificial Neural Networks (DANN) and Wavelet-Artificial Neural Networks

(WANN) [Sharghi et al. [22], and Nourani et al. [23]. Nourani et al. [19] used discrete

WT to study flood forecasting data from the Lighvan Chai catchment in Iran. The

results showed that WANN performs better than the traditional ANN model for flood

forecasting. In addition, Nourani et al. [24] and Pramanik et al. [25] demonstrated

the efficacy and capacity to overcome the shortcomings of standalone models using the
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WANN approach. However, De Vos and Rientjes [20] found that lagged prediction

had negatively influenced ANN model performance. This was due to the autoregressive

connection between forecasting model inputs. As a result, a hybrid MA-ANN model was

developed using an MA data pre-processing method, outperforming the standalone ANN

model. Wu et al. [21] proved the efficiency of pre-processing of the MA data approach

for daily streamflow estimate in comparative research. Chang et al. [26] have proposed

a forecasting model based on a neural network with radial basis function (RBF). They

have used the fuzzy clustering method to determine the nonlinear RBF. Moreover, a

neural network and fuzzy logic-based flood prediction system are proposed by Corani et

al. [27]. They employed fuzzy membership functions to classify the saturation state as

the initial stage. Then use neural networks for the prediction of floods.

Some other researchers have developed hybrid techniques using ANN and GP. Shoaib

et al. [28] suggested a model using a hybrid Wavelet Gene Expression Programming

(WGEP) with several datasets. The WGEP strategy outperformed a standalone GEP

technique, according to the findings. In addition, Nourani et al. [29] investigated the

efficacy of an Emotional Artificial Neural Network (EANN) for flood forecasting in

two distinct catchments. EANN outperforms better when compared with traditional

ANN algorithms in the stability of the EANN strategy in determining dry and wet

environments using hormonal factors. Sharghi et al. [22] evaluated the performance

of traditional ANN and EANN with WANN techniques in two rivers from different

locations. The results demonstrate the usefulness of the EANN and WANN approaches

for flood forecasting. Nourani et al. [30] have further used the WT to partition the past

flood forecasting time series into several elements in two Iranian watersheds, resulting

in hybrid GP-ANN models. On the other hand, FL techniques significantly used river

flow and flood prediction [31]. Hundecha et al. [32] have investigated rainfall-runoff

behaviour using routine-based fuzzy rules. They tested the model in the Neckar River

catchment in southwest Germany and found accurate results. Özelkan and Duckstein

[33] has developed a conceptual R-R model using FL to estimate the various parameters

required for R-R modelling. They have applied this developed model to Walnut Gulch

experimental watersheds in Arizona and obtained more stable parameter estimations.

Şen and Altunkaynak [34] applied a comparative FL approach to identify the runoff

coefficients and then estimate the runoff of two basins on the European and Asian sides

of Istanbul.
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In addition, Tayfur and Brocca [35], and Casper et al. [36] have developed R-R models

based on soil moisture and found exciting results. Chang et al. [37] developed an ANFIS

flood forecasting of a catchment using two input selection techniques: Mutual Informa-

tion and Cross-Correlation Analyses (MICCA) and Cross-Correlation Analysis (CCA).

Using rainfall as input parameters, they have found comparable results to one of the

widely used hydrologic models, HEC-HMS. Furthermore, Chang et al. [35] have further

developed the resilience of the FL alternatives using the Self-adaptive Fuzzy Inference

Network (SaFIN) and Adaptive Network-Based Fuzzy Inference System (ANFIS) in the

context of flood forecasting when the data contains instabilities.

However, due to its purely nonlinear behaviour, improved computational techniques are

essential to enhance the accuracy of the R-R modelling. The enhanced accuracy would

help plan and manage the water systems sustainably while catering to water scarcity

and minimizing flood damages under the minimum input data. Therefore we introduce

a novel, highly accurate, and efficient R-R modelling approach using the Cascaded-

ANFIS algorithm. The research impact of this study is promising. The novel approach

is less computationally complex as it needs only rainfall as the input variable. Thus,

the real-time application is possible with low computational power while ensuring less

resource utilization. The developed R-R modelling approach was compared against five

state-of-the-art algorithms used in the research world and stated its high accuracy. In

addition, the approach is generic and can be applied to any river system and proved its

performance using several river systems in Japan, Vietnam, and Sri Lanka.

6.2 Methodology

6.2.1 Algorithm Development

As stated earlier, this research aims to develop a relationship between the runoff and

rainfall of a catchment. Mathematically, this relationship can be formulated as Equation

6.1. Cascaded-ANFIS algorithms were used to develop the nonlinear function stated in

the Equation.

Runoff = Function(Rainfalli) (6.1)

The structure of the Cascaded-ANFIS can be modified according to the problem, which

is one of the significant benefits. The developed structure of the algorithm is organized
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as shown in Figure 6.1. This study focuses more on a few input features, including daily

rainfall data of the catchment area. As shown in this figure, the number of input param-

eters was selected as six, and they are named Rainfall STn where n is the corresponding

number of the rainfall measuring station.

The overall system implementation can be explained as follows. First, the dataset was

initialized. These data were collected from well-known dataset repositories. The dataset

is generally a combination of inputs and outputs. In this study, the rainfall measurements

were considered the inputs, and the output was the river’s water level at the desired place.

Each data set was divided into two clusters; the training set and the validation set.

The proportions were kept at 70% and 30%, respectively. As introduced in the above

subsection, the Cascaded-ANFIS has two main modules: pair selection and training.

Therefore, the input data was fed into the pair selection section. Then each input was

paired with the most suitable other input and converged to the next stage, training the

model. As in Figure 6.1, there are six pairs in the system, and they were being handled

individually by a two-input one-output ANFIS module. This operation provides two

outputs: RMSE and predicted value. According to the system implementation, the

increase in the Cascaded-ANFIS can be dealt with in two methods: pre-determined

RMSE or the maximum iterative levels. This study has considered the pre-determined

levels since the problem statement is a regression model. At each level, the outputs were

re-routed as input to the system. Figure 6.1 contains six outputs: Output n, where n is

the corresponding ANFIS module. When converging to the second level from the first

level, these outputs were used as the inputs and repeatedly fed into the pair selection

section. Then the second level continues. However, once the decided maximum iteration

level is reached, the outputs are averaged, and the final prediction is obtained (Equation

6.2).

F =

∑n
i=1On
n

(6.2)

The developed Cascaded-ANFIS algorithm was applied to several river basins in different

countries and tested for the algorithm’s robustness. The R-R model was tested for

three combinations of rainfalls and runoff. These scenarios are given in the Equations

below. Scenario 1 (Equation 6.3)showcases the rainfall and runoff on the same day,

whereas scenario 2 (Equation 6.4) analyses the runoff based on the previous day’s rainfall.

Scenario 3 (Equation 6.5)analyses the runoff with rainfall which happened two days ago.
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Figure 6.1: Rainfall-runoff model implementation flowchart using Cascaded-ANFIS
algorithm

Runoffi = Function(Rainfalli,t) (6.3)

Runoffi = Function(Rainfalli,t−1) (6.4)

Runoffi = Function(Rainfalli,t−2) (6.5)

6.2.2 Performance evaluation metrics

The algorithm’s performance was then tested by several metrics, including root mean

square error (RMSE), bias, Nash-Sutcliffe efficiency (NSE), Kling- Gupta Efficiency

(KGE), and correlation coefficient (R). These performance evaluating metrics are given

in Equations 7.6, 7.2, 7.3, and 7.1.

RMSE =

√√√√1

q

q∑
t=1

(u(t) − ū(t))2 (6.6)

bias =

∑k
j=1 u(t) − ū(t)∑k

j=1 u(t)
(6.7)

NSE = 1 −
∑k

j=1(u(t) − ū(t))2∑k
j=1(u(t) − v̄(t))2

(6.8)
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R =

∑
(v(t) − v̄(t))(u(t) − ū(t))√∑

(v(t) − v̄(t))2
∑

(u(t) − ū(t))2
(6.9)

where u(t) is the predicted parameter, ū(t) is the mean of predicted parameterv(t) is

the measured parameter, k is the population size and v̄(t) is the mean of measured

parameter. The correlation coefficient (R) represents the goodness of fit. It varies from

-1 to 1; the best is when it becomes 1. Bias tells the differences between predicted to

measured values. The ideal bias value is 0, and 1 becomes the worst. NSE calculates the

perfectness of the match between real and prediction. The results of the NSE can vary

between minus infinity being the worst and 1 being the ideal [38].KGE is a combined

calculation of three main parameters: NSE, bias, and coefficient of variation. Recently

it has been used more in hydrological model performance calculations [39].

6.2.3 Parameter Settings

This section introduces the parameters used in the algorithms used in this study for the

comparative analysis. Six state-of-the-art algorithms were used along with the Cascaded-

ANFIS for the examination. They can be pointed out as follows.

1. Lasso Regression

2. Linear Regression

3. Long Short-Term Memory (LSTM)

4. Grated Recurrent Unit (GRU)

5. Recurrent Neural Network (RNN)

6. Cascaded Adaptive Network-Based Fuzzy Inference System (Cascaded-ANFIS)

These ML algorithms were considered in this study due to a few specific reasons, such as

algorithms being similar and easy implementation. Moreover, they are low-weight and

can be processed in a general computer without GPU support.

Table 10.1 shows that the same parameter values were considered for LSTM, GRU, and

RNN turning. The Cascaded-ANFIS used three Gaussian membership functions for

each input in the system. The whole cascades were 30 to achieve satisfactory accuracy

and error value.
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Table 6.1: Parameter settings of the algorithms used in this study.

Algorithm Parameters

RNN/LSTM/GRU

Optimizer adam
Learning rate 0.0001

Activation relu
Batch size 72
Epoches 1000

Cascaded-ANFIS

Iterations 100
Membership Functions Gausian

Number of Membership Functions 3
Number of Cascades 30

Step Size 0.1
Decrease rate 0.9
Increase rate 1.1

6.2.4 Evaluation Benchmarks

The evaluation of the proposed algorithm was conducted by employing state-of-the-art

machine learning algorithms such as Recurrent Neural Network (RNN), Linear Regres-

sion (LIRE), Ridge Regression (RIRE), Lasso Regression (LARE), Long Short-Term

Memory (LSTM), and Gated Recurrent Units (GRU).therefore, the results of each river

basin can be checked for the accuracy of the predicted variables.

6.3 Applications of Cascaded-ANFIS stream flow predic-

tion

The developed R-R prediction algorithm was applied to five major rivers in Japan,

Vietnam, and Sri Lanka. The following sections present the details of these five river

basins.

6.3.1 Monobe River, Japan

The Monobe River is one of the main rivers in Shikoku Island, Japan. It starts at Mount

Akagiouama, which is 1436 m in height and is located in the Tsurugi mountain range.

The total length of the river can be approximated as 71 km. The river has a catchment

area of 508.2 km2 which combines three sections of 8.2 km2 of a watercourse, 461.8 km2

of a forest, and 38.2 km2 of a flat land. Figure 6.2 shows the catchment area of Monobe

River with its selected rain gauges and the water level measuring station. The average

discharge of the river is around 24.6 m3/s. The discharge is highly dependent on the
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Figure 6.2: Monobe River rainfall catchment map

rainfall, as inspected from the dataset. Daily rainfall data for eight rain gauges from

2010 to 2019 were obtained from Japan Meteorological Agency (3058 data points). In

addition, the temporal variation of stage measurements (to showcase the discharge) was

obtained from the same agency. The rainfalls are the inputs and are given in millimetres,

whereas the stages (water levels) are the outputs and are given in centimetres.

More descriptive information is given in Appendix A Table A.1. The basic statistical

information is given in the table for each station as means and standard deviations.

As expected, higher standard deviations can be seen due to the temporal scale’s non-

uniformity of rainfall and water levels. The river’s water level has a wider range, from

7 cm as the minimum and 263 cm as the maximum. The distribution of the dataset is

presented by using the 25%, 50%, and 75% for all rainfall stations and the water level.

Herein, the sample value for each portion is given accordingly. Moreover, the mean

value (Mean), standard deviation (STD), and max value (Max) are shown in the table

for each variable of the dataset.

6.3.2 Niyodo River, Japan

Niyodo River is another main river in Shikoku Island, Japan. It starts at Mount

Ishizuchi, which is 1982 m in height and is located on the border of Saijō and Ku-

makōgen, Ehime, Japan. Figure 6.3 showcases the catchment area with 14 rain gauges

and a water level measuring station. The total length of the river is approximated as 124

km. The river is enriched with a basin area of 1560 km2. Four main bridges exist along

the river: Nagoyachinka Bridge, Niyodogawa Estuary Bridge, Kataokachinka Bridge,

and Odo Dam Bridge. The average discharge of the Monobe River is around 100 m3/s.
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Figure 6.3: Niyodo River rainfall catchment map

Daily rainfall data (in mm) and river water level data (in cm) were obtained from Japan

Meteorological Agency from 2010 to 2019.

Appendix A Table A.2 showcases the basic statistical information of data obtained. The

maximum water level observed in this river is almost 10 m (999 cm). The distribution of

the dataset is presented by using the 25%, 50%, and 75% for all rainfall stations and the

water level. Herein, the sample value for each portion is given accordingly. Moreover.

The mean value (Mean), standard deviation (STD), and max value (Max) are shown in

the table for each variable of the data set.

6.3.3 Thu Bon River, Vietnam

Figure 6.4: Thu Bon River rainfall catchment map

Vietnam is ranked eighth in the world for extreme weather events. Generally, the Thu

Bon River floods annually from October to December due to the rainy season in Vietnam

[40]. Therefore, this river was selected as one of the applications for the novel Cascaded-

ANFIS algorithm. Thu Bon River is one of the largest rivers in Vietnam. The total

length of this river is around 205 km. It starts at a mountain called Ngoc Linh, “The
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roof of southern Vietnam”. The endpoint of the river is the South China Sea. The Thu

Bon diver is situated in Quang Nam province in southern Vietnam. Figure 6 presents

the catchment of the Thu Bon River with the locations of the nine rain gauges and one

water level measuring station. The daily rainfall data and water levels were obtained

from the Vietnam Metrology Institute from 2003 to 2007. The total catchment area is

roughly 10000 km2, and the river’s average discharge is about 9100 m3/s.

The overall dataset descriptive analysis is shown in Appendix A Table A.3. The dis-

tribution of the dataset is presented by using the 25%, 50%, and 75% for all rainfall

stations and the water level. Herein, the sample value for each portion is given accord-

ingly. Moreover. The mean value (Mean), standard deviation (STD), and max value

(Max) are shown in the table for each variable of the data set.

6.3.4 Kelani River, Sri Lanka

Figure 6.5: Kelani River rainfall catchment map

Sri Lanka has many rivers (103), and thus, flooding is more common. The wet zone of

Sri Lanka is annually flooded during the southwestern monsoon (May to September).

Therefore, the Kelani River, which is flowing via the commercial capital of the country

(Colombo), was selected as a test study for this research. The Kelani River is the fourth-

longest river in Sri Lanka. It is 145 km long and has a catchment area of 2340 km2. It

begins from Adams Peak in the central mountainous region, travels over steep slopes,

and enters a gentle sloping intermediate and flat coastal plain before reaching the Indian

Ocean. As a result of the river catchment’s location in the wet zone, it receives an annual

average rainfall of 3450 mm. The catchment is complex and contains 20 sub-catchments

comprised of eleven landforms [41]. The Kelani River provides 80% of Greater Colombo’s

water supply. Therefore, the importance of analyzing river flow is highly stated. Figure
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6.5 presents the Kelani River basin’s catchment area and gauging stations. The daily

rainfall data from 2003 to 2017 were purchased from the Meteorological Department of

Sri Lanka, while the daily water levels for the same period were purchased from the

Department of Irrigation, Sri Lanka.

In recent years, the frequency and severity of extreme floods have significantly increased

in the Kelani River basin. Thus, fatal and property damages are reported [42]. The

Department of Irrigation, Sri Lanka, noted the severity of flooding in the low-lying area

of the Kelani River based on the gauge post-reading of the Nagalagam Street station

in Colombo. If the river flows at Nagalagam Street could be precisely predicted, the

downstream of Hanwella, including the heavily populated City of Colombo, might be

adequately protected. Appendix A Table A.4 shows the descriptive analysis of the

dataset used in this study for the Kelani River case study. The distribution of the

dataset is presented by using the 25%, 50%, and 75% for all rainfall stations and the

water level. Herein, the sample value for each portion is given accordingly. Moreover.

The mean value (Mean), standard deviation (STD), and max value (Max) are shown in

the table for each variable of the data set.

6.3.5 River 1 - Kalu River (Sri Lanka)

Figure 6.6: Kalu River rainfall catchment map

The Kalu River basin is the second largest river basin in Sri Lanka, encompassing an

area of 2766 km2, with most of its catchment lying in the region that gets the most

annual precipitation in the country. The average annual rainfall in the basin is 4000 mm

[43]. Although the Kalu River has the second-largest catchment area in the country,

it releases the most volume of water to the sea, around four billion m3/year [42] [43].

Figure 6.6 shows the catchment area with other gauging stations. The Kalu River starts
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(a) Linear Regression (b) Lasso Regression (c) RNN

(d) LSTM (e) GRU
(f) Cascaded-

ANFIS(20)

Figure 6.7: Comparison of the Correlation Coefficient (R2) - Monobe River in japan

in the central highlands in the wet zone at an elevation of 2250 m above Mean Sea Level

(MSL), flows through the western slopes and then the western plains before emptying

into the sea Kalutara after a distance of around 129 km. Upper basin areas have high

slopes, whereas lower basin areas have gentle gradients. Due to the hydrological and

geological characteristics of the river basin, the Ratnapura area and its middle and lower

flood plain frequently flooded during the southwest monsoon season. However, these

areas are highly urbanized. Thus, accurate river flow prediction is highly important.

Therefore, the novel algorithm was tested for this river basin. The daily rainfall data

from 2000 to 2015 were purchased from the Meteorological Department of Sri Lanka,

while the daily water levels for the same period were purchased from the Department of

Irrigation, Sri Lanka. Appendix A Table A.5 shows the Kalu River dataset descriptive

analysis.

6.4 Results and Discussion

6.4.1 R-R model for the Monobe River

Figure 6.7 presents the correlation of predicted water level to ground-measured water

level for the Monobe River under different algorithms.

The proposed algorithm performed the best having 0.8943 as the R-value, while the

RNN scored 0.8626 as the second best. The GRU model showed the lowest R-value
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(a) Linear Regres-
sion (b) Lasso Regression (c) RNN

(d) LSTM (e) GRU
(f) Cascaded-

ANFIS(20)

Figure 6.8: Comparison of the Correlation Coefficient (R2) - Niyodo River in japan

(a) Linear Regres-
sion (b) Lasso Regression (c) RNN

(d) LSTM (e) GRU
(f) Cascaded-

ANFIS(20)

Figure 6.9: Comparison of the Correlation Coefficient (R2) - THU BON Rive in
Vietnam
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(a) Linear Regres-
sion (b) Lasso Regression (c) RNN

(d) LSTM (e) GRU
(f) Cascaded-

ANFIS(30)

Figure 6.10: Comparison of the Correlation Coefficient (R2) - Kelani River in Sri
Lanka

(a) Linear Regres-
sion (b) Lasso Regression (c) RNN

(d) LSTM (e) GRU
(f) Cascaded-

ANFIS(30)

Figure 6.11: Comparison of the Correlation Coefficient (R2) - Kalu River in Sri Lanka
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having 0.8253. The total number of iterations used for the Cascaded-ANFIS was 30 for

the Monobe River dataset. Therefore, it can be seen that the correlation for Cascased-

ANFIS outperformed all other algorithms. Thus, the developed algorithm can produce

accurate results compared to other state-of-the-art algorithms. Appendix A Figure A.1

further justifies this finding. As shown in the figure, the bias of the Cascaded-ANFIS

is zero, while other algorithm shows a significant increase or decrease in bias. NSE and

KGE values of the Cascaded-ANFIS outperform the other algorithms by having 0.80

and 0.84, respectively. Moreover, the proposed algorithm also shows the least RMSE of

9.46.

6.4.2 R-R model for Niyodo River

Figure 6.8 presents the correlation of predicted water level to ground-measured water

level for the Niyodo River under different algorithms.

The proposed algorithm performed the best having 0.8804 as the R-value, while the

RNN scored 0.8391 as the second best. The Lasso Regression model showed the lowest

R-value having 0.5715. The total number of iterations used for the Cascaded-ANFIS

was 30 for the Niyodo River dataset. Therefore, it can be seen that the correlation for

Cascased-ANFIS outperformed all other algorithms. Therefore, the developed algorithm

can produce accurate results compared to other state-of-the-art algorithms. Appendix

A Figure A.2 further justifies this finding. As shown in the figure, the bias of the

Cascaded-ANFIS is zero, while other algorithm shows a significant increase or decrease

in bias. NSE and KGE values of the Cascaded-ANFIS outperform the other algorithms

by having 0.77 and 0.82, respectively. Moreover, the proposed algorithm also shows the

least RMSE of 35.51.

6.4.3 R-R model for Thu Bon River

Figure 6.9 presents the correlation of predicted water level to ground-measured water

level for the Thu Bon River under different algorithms.

The proposed algorithm performed the best having 0.9080 as the R-value, while the

GRU scored 0.8545 as the second best. The Linear Regression model showed the lowest

R-value having 0.7833. The total number of iterations used for the Cascaded-ANFIS

was 30 for the Thu Bon River dataset. Therefore, it can be seen that the correlation for

Cascased-ANFIS outperformed all other algorithms. Therefore, the developed algorithm
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can produce accurate results compared to other state-of-the-art algorithms. Appendix

A Figure A.3 further justifies this finding. As shown in the figure, the bias of the

Cascaded-ANFIS is zero, while other algorithm shows a significant increase or decrease

in bias. NSE and KGE values of the Cascaded-ANFIS outperform the other algorithms

by having 0.82 and 0.87, respectively. Moreover, the proposed algorithm also shows the

least RMSE of 22.17.

6.4.4 R-R model for Kelani River

Figure 6.10 presents the correlation of predicted water level to ground-measured water

level for the Kelani River under different algorithms.

The proposed algorithm performed the best having 0.9138 as the R-value, while the

LSTM scored 0.9017 as the second best. The Lasso Regression model showed the lowest

R-value having 0.8577. The total number of iterations used for the Cascaded-ANFIS

was 30 for the Kelani River dataset. Therefore, it can be seen that the correlation for

Cascased-ANFIS outperformed all other algorithms. Therefore, the developed algorithm

can produce accurate results compared to other state-of-the-art algorithms. Appendix A

Figure S4 further justifies this finding. As shown in the figure, the bias of the Cascaded-

ANFIS is zero, while other algorithm shows a significant increase or decrease in bias.

NSE and KGE values of the Cascaded-ANFIS outperform the other algorithms by having

0.84 and 0.88, respectively. Moreover, the proposed algorithm also shows the least RMSE

of 0.21.

6.4.5 R-R model for Kalu River

Figure 6.11 presents the correlation of predicted water level to ground-measured water

level for the Kalu River under different algorithms.

The proposed algorithm scored 0.9051 as the R-value, while the GRU scored 0.9384

as the best R-score. The Lasso Regression model showed the lowest R-value having

0.8964. The total number of iterations used for the Cascaded-ANFIS was 30 for the

Kalu River dataset. Although, in this case, the R-score of the proposed algorithm is

lower than the LSTM, GRU, and RNN, it can be seen that the deference of correlation

for Cascased-ANFIS between other algorithms is much smaller. Therefore, the developed

algorithm can produce accurate results compared to other state-of-the-art algorithms.

Appendix A Figure S2 further justifies this finding. As shown in the figure, the bias of the
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Table 6.2: m-day ahead RMSE calculation of Kalu, Kelani, Thu Bon, Niyodo, and
Monobe the datasets

Algorithm Past Data LSTM GRU RNN LIRE LARE RIRE CAS

Kalu
0-day 0.19 9.54 0.74 9.55 9.63 9.56 7.60
1-day 48.01 45.78 48.92 57.85 57.29 57.91 55.77
2-day 58.18 58.01 58.12 72.87 73.15 72.90 68.41

Kelani
0-day .22 .23 .23 .27 .27 .27 .21
1-day 0.51 0.72 0.72 0.85 0.85 0.85 0.49
2-day 0.98 1.71 1.88 2.31 2.31 2.35 0.96

Thu Bon
0-day 35.78 33.80 35.09 40.12 38.33 40.19 28.19
1-day 9.29 7.56 8.21 3.74 0.12 3.74 2.17
2-day 31.90 29.11 31.44 36.05 33.80 36.35 25.61

Niyodo
0-day 61.90 66.13 58.88 70.17 71.89 69.01 41.11
1-day 7.21 7.21 5.29 5.28 8.20 5.28 5.51
2-day 55.78 55.80 52.45 66.76 70.19 67.23 38.96

Monobe
0-day 12.55 10.97 11.88 16.54 16.99 16.54 10.09
1-day 1.54 0.70 0.66 0.72 1.22 0.71 .46
2-day 11.80 10.79 11.23 10.98 11.39 10.94 9.67

Cascaded-ANFIS is zero, while other algorithm shows a significant increase or decrease

in bias. NSE and KGE values of the Cascaded-ANFIS are 0.82 and 0.86, respectively.

However, the Kalu River dataset does not provide the best NSE and KGE values for the

Cascaded-ANFIS. Moreover, the proposed algorithm also shows an RMSE of 47.6. The

GRU algorithm gives the least RMSE in this case study, having 39.54.

6.4.6 Discussion of model results and accuracy

Table 6.2 presents the overall performance of the R-R model for tested 7 algorithms

(including Cascaded-ANFIS) based on RMSE for all rivers. The table further presents

the RMSE values under the three scenarios that were tested. The Monobe River has

its best results for scenario 2. That means the previous day’s rainfall has created the

runoff. However, that finding is somewhat doubtful as the Monobe River is just 71 km

in length, and the catchment area is around 508.2 km2. Therefore, one would expect

scenario 1 in action for this type of river. Nevertheless, out of the 508.2 km2 catchments,

91% is forest. Therefore, the finding of scenario 2 has its own merits for this Monobe

River.

Niyodo River presents similar results. The R-R model gives better results for Scenario

2. This finding can be justified as it has a catchment area of 1560 km2 even though the
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river starts from 1982 m in MSL while having 124 km. The Thu Bon River has around

10000 km2 catchment area, and thus scenario two can be justified for this river too. The

impact of time changes on Sri Lankan rivers. Both Kelani and Kalu rivers have the

same day rainfall to runoff, even though the catchment areas are larger. However, as

understood the river flow paths have steep slopes and are widely famous for the steep

slopes of the Kelani and Kalu rivers. In addition, downstream of these two rivers are

highly urbanized and that could impact the speed of runoff.

However, these results can be further justified using hydrologic models. Nevertheless, the

RMSE values among scenarios are not that much deviated. Therefore, a good scenario

can be selected. The coefficient of correlation presents solid results on the R-R model

developed based on the Cascaded-ANFIS algorithm. It produced the best R values

for all five rivers. As stated earlier, these five river basins are in different countries

and have different characteristics. Irrespective of them, the Cascaded-ANFIS algorithm

outperformed all other tested algorithms. Therefore, the results can be generalized to

any river basin.

6.5 Summary and conclusions

This study proposed an efficient and accurate Cascaded-ANFIS-based model for rainfall-

runoff. The model was evaluated using five case studies in three countries: Japan,

Vietnam, and Sri Lanka. The investigation was carried out to predict the streamflow

by the influence of past data. The river case studies were selected based on the history

of disasters due to heavy rainfall. Each river’s dataset was examined to check the best

configuration of past rainfalls affecting the streamflow volume. It was found that the

Kalu River and the Kelani River located in Sri Lanka do not affect the streamflow when

the past day’s rainfall is considered. However, the Thu Bon River in Vietnam, the

Niyodo River, and Monobe Rivers in Japan strongly connected the past day’s rainfalls.

This study employed six state-of-the-art regression algorithms to compare the perfor-

mance of the proposed algorithm. These algorithms were selected due to their heavy

use in the literature on hydrological fact predictions. The algorithms used in the study

for streamflow prediction are Linear Regression, Lasso Regression, Ridge Regression,

LSTM, GRU, and RNN. The case studies were evaluated using reliable hydrological

parameters such as NSE, KGE, Bias, and RMSE.
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The results indicated that the proposed algorithm outperforms the other algorithms in

every case study except the Kalu River dataset. However, the bias calculation showed

that the proposed algorithm has zero bias. Countless rivers exist with rainfall-runoff

hazards in the world. Hence, the developed R-R model can be treated as a generic

model for streamflow prediction for future studies.
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Chapter 7

Investigation of computational

capability of Gradient Boosting

algorithms - Investigation of

Malwathu river flooding, a case

study in Sri Lanka.

This work is currently under review in IEEE Access (update 2022/12/21).

7.1 Introduction

Globally, floods are the most frequent natural disaster, while their impacts vary from a

few households to entire regions [1]. In Sri Lanka, floods are the most frequent natural

hazard, similar to the situation worldwide. 28% of the 31,063 catastrophes registered in

the nation since 1974 include a flood component. Floods account for 55% of all disaster-

related home damages over the same time frame (www.desinventar.net). Therefore, it

is not simply a calamity that the nation experiences frequently; it also has devastating

effects on the economy and communities it affects.

Since 1974, 5% of all disaster-related fatalities in the nation have been directly at-

tributable to flooding in the island countries. It is a worrying situation when the Indian

Ocean Tsunami of 2004 is taken out of the equation, and 34% of all disaster-related

fatalities are attributable to flooding. Floods and other hydro-meteorological disasters
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Figure 7.1: Impact of human lives due to floods during 1974-2020 in Sri Lanka

are becoming more common in Sri Lanka, according to UNDRR and ADPC [2]. The

number of individuals impacted by floods is also increasing, partly due to population ex-

pansion, climate-induced rainfall unpredictability, and haphazard development activities

that expose more people to flood dangers. Figure 7.1 shows past flood-related incidents

and the destruction caused by them.

Global indices consistently highlight Sri Lanka’s susceptibility to climate change. Ac-

cording to the Global Climate Risk Index, the country will be among the top 10 most

vulnerable to climate change in 2018, 2019, and 2020. In terms of nations hit by climate-

related disasters worldwide in 2019, the Index placed Sri Lanka second [3]. The country

is now more vulnerable to flooding due to climate change-induced severe weather events

and climate variability. The nation has 103 significant river basins, and 25 are particu-

larly vulnerable to flooding (Department of Irrigation). Even though most of the nation

is contained inside a river basin, rainfall anomalies have led to recurring cycles of both

flood and drought, jeopardizing the country’s progress in terms of development.

The World Bank estimates that the country might sustain yearly flood-related losses
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and damages of up to US$380 million (Global Facility for Disaster Reduction, 2020).

To assess the flood-related damages and losses and to determine the needs of the nation

for recovery, the Ministries of Disaster Management, National Policies, and Economic

Affairs (2016), in partnership with the European Union, UNDP, and the World Bank,

conducted thorough post-disaster needs assessments (PDNA). In addition to providing

an estimate of the damages, losses, and recovery requirements, these evaluations also

identified several weaknesses in Sri Lanka’s disaster risk management system, including

the transmission of last-mile early warnings and local disaster response, among others.

The lack of catastrophe risk assessment has been a significant impediment to developing

a reliable early warning system, particularly for floods. Despite several attempts, none

of the flood risk assessments went beyond just charting the high-risk zones. Such efforts

fell short of anticipated outcomes due to a lack of scientifically developed and practically

validated methods to evaluate flood hazards and data gaps. Furthermore, the ability to

execute large-scale disaster risk reductions, particularly for floods, is constrained by the

lack of clarity on the components of disaster risk. Therefore, there is a higher demand

for accurate and efficient river flow forecasting method investigation.

Forecasting models use previous data to make accurate predictions regardless of their

structural types, such as nonlinear, linear, short, and extended memory. Previous stud-

ies’ findings have shown that the results produced by the models such as Autoregressive

Integrated Moving Average (ARIMA), Radial Basis Function (RBF), Adaptive Network-

based Fuzzy Inference System (ANFIS), and Artificial Neural Network (ANN) were suffi-

ciently accurate and were suitable for forecasting hydrological time series [4–9]. However,

in recent studies, gradient boosting-based regression algorithms such as extreme Gradi-

ent Boosting (XGBoost) and Light Gradient Boosting (Lightgbm) showed satisfactory

results in forecasting problems. Therefore, this study will consider three main river flow

forecasting algorithms: Cascaded-ANFIS [10], XGBoost [11], and LightGBM [12].

For river flow forecasting, researchers have recently used a variety of methods, including

radial basis function neural network (RBFNN) and RBFNN-GA [13], Emotional neural

network (ENN)[14], multilayer perceptron (MLP), support vector regression (SVR), and

random forest (RF) [15], a hybrid approach based on ANN and cooperation search

algorithm (2021), convolution neural network (CNN) [16], Hybrid Machine Learning [17],

coactive neuro-fuzzy inference system (CANFIS) [16, 18] and finally, a stochastic and

neuro-fuzzy-embedded technique [19]. The absence of attention to nonlinear patterns

and factors affecting the flow series is the most obvious flaw in the forecast research
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that has already been discussed. Regardless of the flow series’ nonlinear structure, they

developed models or a robust model for forecasting the flow series.

Additionally, models with comparable structures were considered while evaluating the

performance of other models, and the impact of the flow series nonlinear features on

models with different structures was not assessed concurrently. This effect is crucial and

advantageous because, as several studies have shown [20–22], the flock series’ dynamic

properties directly affect the models’ accuracy. Thus, the sensitivities and weaknesses of

the models may be identified by taking into account the flow series’ nonlinear dynamic

properties, and the most effective model can be chosen by looking at these aspects. The

rationale behind the current study is found here.

The results of this study provide benchmarks for estimating daily river flow and insight

into physical forecasting and the impact of nonlinear time series patterns on model

performance.

7.2 Methodology

This section introduces the overall methodology of the study, including prediction algo-

rithms, the evaluation parameters of the dataset and the models.

7.2.1 Statistical evaluation criterion

The evaluation of the results of this study was done by associating the following param-

eters. The statistical evaluation parameters accomplished the evaluation of the models.

1. Correlation of coefficient (R)

2. Percent-Bias (bias)

3. Nash Sutcliffe model efficiency coefficient (NSE)

4. Mean Absolute Relative Error (MARE)

5. Kling-Gupta Efficiency (KGE)

6. root mean square error (RMSE)

The equations below introduce the computations of above mentioned statical evaluation

parameters.



7.2 Methodology 145

R =

∑
(v(t) − v̄(t))(u(t) − ū(t))√∑

(v(t) − v̄(t))2
∑

(u(t) − ū(t))2
(7.1)

bias =

∑k
j=1 u(t) − ū(t)∑k

j=1 u(t)
(7.2)

NSE = 1 −
∑k

j=1(u(t) − ū(t))2∑k
j=1(u(t) − v̄(t))2

(7.3)

MARE =

∑k
j=1 |ej − sj |∑k

j=1 ej
(7.4)

KGE = 1 −
√

[r − 1]2 + [α− 1]2 + [β − 1]2

r =
cov(e, s)

σ(e) · σ(s)

α =
σ(s)

σ(e)

β =
µ(s)

µ(e)

(7.5)

RMSE =

√√√√1

q

q∑
t=1

(u(t) − ū(t))2 (7.6)

where u(t) is the predicted parameter, ū(t) is the mean of predicted parameterv(t) is

the measured parameter, k is the population size and v̄(t) is the mean of measured

parameter. The correlation coefficient (R) represents the goodness of fit. It varies from

-1 to 1; the best is when it becomes 1. Bias tells the differences between predicted to

measured values. The ideal bias value is 0, and 1 becomes the worst. NSE calculates

the perfectness of the match between real and prediction. The results of the NSE can

vary between minus infinity being the worst and 1 being the ideal [23].

7.2.2 Gradient Boosting Algorithms

Gradient boosting is a type of machine learning predictive algorithm. It is based on

the suspicion that when previous models are coupled with the best possible upcoming

model, the overall prediction error is minimized. Setting the desired outcomes for this

subsequent model is crucial to minimizing errors. Each new model advances in the space

of potential predictions for each training instance in a manner that reduces prediction

error. This technique is called ”gradient boosting” because target outcomes are defined



7.2 Methodology 146

for each case based on the gradient of the error about the prediction [24]. Each case’s

goal result will differ depending on how changing a case’s forecast affects the overall

prediction error.

7.2.3 Extreme Gradient Boosting Algorithm (XGBoost)

Chen et al. [25] created the XGBoost algorithm. It was developed specifically to increase

computational effectiveness and model performance. In an ensemble strategy known as

”boosting,” adding more models fixes errors introduced by earlier models. Gradient

boosting is a technique that creates new models that predict the residuals of older

models combined to produce the final prediction. Gradient-boosting machines are used

in a novel and expandable way that has been shown to increase the computational

efficiency of boosted tree algorithms. The model addition process is repeated only when

there is a noticeable improvement. A gradient descent method reduces the loss when

adding new models. In 2015, XGBoost had finished 17 of the 29 ML projects that

had been submitted to Kaggle. Speed was significantly boosted by using many CPU

cores and reducing the look-up times of individual trees created with XGBoost. This

method is constructed in R and Python using the SciKit-Learn [26] package and uses

novel regularization techniques.

7.2.4 Light Gradient Boosting Algorithm (LightGBM)

The LightGBM [27] algorithm from Microsoft is an open-source GBDT. The histogram-

based algorithm is the foundation for the parallel voting decision tree technique, which

speeds up training, uses less memory, and integrates complex network connectivity to

maximize parallel learning [28, 29]. At each iteration, the local voting choice for the

top k characteristics and the global voting decision for the top 2k attributes are made.

LightGBM uses the leaf-wise method to determine which leaf has the most significant

splitter gain.

7.2.5 Cat Gradient Boosting Algorithm (CatBoost)

Gradient boosting is a powerful machine-learning method that can handle problems with

various features, noisy data, and complex interactions. CatBoost, a machine learning

method based on gradient-boosting decision trees (GBDT), was introduced by Yandex

developers in 2017 [30].
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Table 7.1: Machine learning algorithm parameters.

Algorithm Parameter Value

XGBOOST

objective reg:linear
colsample bytree 0.3

learning rate 0.01
max depth 5

Alpha 10
n estimators 10

CatBoost

Iterations 500
learning rate 0.01
eval metric MultiClass

sampling frequency PerTree
penalties coefficient 1

max leaves 64
permutation count 4

Depth 6

LightGBM

num leaves 31
objective binary

learning rate 0.01
boosting type Dart

ANFIS

Membership Function Bell
Number of MFs 3

Number of Inputs 3
Iterations 100

CatBoost has advantages over other GBDT algorithms: 1. The method effectively han-

dles category features. Traditional GBDT methods can replace categorical traits with

fair average label values. 2. CatBoost combines many category properties. CatBoost

applies a greedy approach to integrate all categorical traits and combinations in the

current tree with all categorical features in the dataset.

CatBoost can be used to address gradient bias. Each iteration of GBDT produces a

weak learner, and each learner is taught using the gradient of the preceding learner.

The total findings from each learner’s categorization make up the output [31].

7.2.6 Model parameter tuning

This study’s parameter tuning of the selected algorithm was done according to Table

10.1. Each of the algorithm parameters was introduced separately concerning the al-

gorithm. The tuning was done by repeating the task multiple times until the best

configuration of parameters was achieved.
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7.2.7 Application: Malwathu Oya - Sri Lanka

Rainfall Gauges

Malwathu River, Sri Lanka

Figure 7.2: River basin of the Malwathu River in Sri Lanka

Malwathu Oya, with a length of 162 km, is the second-largest river in Sri Lanka (catch-

ment area: 3284 km2). It rises in the North Central Province’s (766 m MSL) Ritigala

Hills and empties into the sea in Arippu in the Mannar District [32]. Districts in Vavu-

niya and Mannar are traversed by it. In the upper catchment, a sizeable portion of the

basin extends over the Anuradhapura district before narrowing extensively. There are

1,450 small reservoirs in the basin, while the upper catchment has five big reservoirs.

About 410,000 people live in the basin; farmers make up most of them. The poverty

headcount index is 7.6, 3.4, and 20.1, respectively, in the districts of Anuradhapura,

Vavuniya, and Mannar (Department of Census and Statistics, 2012/13).

In the Malwathu Oya basin, severe flood events have been documented in 2011, 2014,

and 2016. The breaching of several small reservoirs caused a significant flood event in

December 2014 that is thought to be the worst since 1957, flooding several rural villages

in downstream districts of Vavuniya and Mannar [33]. A functional and efficient early
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Table 7.2: Descriptive analysis of the dataset of the Malwathu River - Sri Lanka

Murrunkan Pavattakulam Nachchiduva Vavniya Mannar Apura Kappachichiya

Sample count 4765 4765 4765 4765 4765 4765 4765
mean 2.55 3.08 4.18 3.91 2.58 4.09 0.16
std 9.76 11.24 17.08 12.89 11.15 13.04 0.51
min 0 0 0 0 0 0 0.0025
max 161.50 185.00 417.97 225.70 350.90 192.50 6.20

warning system is required for the river basin to provide homes at risk of flooding with

the time to prepare. The Department of Irrigation is conducting a basin-wide study

with money from the World Bank to create a flood model and a hydro-meteorological

observation system hopefully.

7.2.7.1 Dataset

The dataset used in this study was a combination of six rainfall gauges as inputs and

water level station data as an output. Here, Murrunkan, Pavattakulam, Nachchiduva,

Vavuniya, Mannar, and Anuradhapura (Apura) rain gauges were considered as the in-

puts (unit in centimetres). The Water level measurement at the Kappachichiya location

was taken as the output (unit in meters). The data was collected between 2005 to 2018.

The total number of samples at each input and output variable was 4765. The dataset

was divided into training and testing with a 7 to 3 ratio. The overall descriptive analysis

is shown in Table 7.2.

7.3 Results and Discussion

This section showcases the model predictability of the water level against rainfall. Each

algorithm’s performance is discussed separately, and an overall comparative analysis

is presented. Here, the outputs of the gradient boosting models were considered the

inputs of the ANFIS algorithm due to the curse of dimensionality issue of the ANFIS

algorithm. Therefore, it can be stated that the ANFIS model provides an Ensemble

structure where the gradient boosting algorithms (XGBoost, CatBoost, and LightBoost)

are base algorithms, and the ANFIS is the final estimator.

The experiments were conducted with three different usages of the dataset as follows.

1. With one day before past data (t+ t−1)

2. With two days before past data (t+ t−1 + t−2)
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(a) (b)

(c) (d)

(e) (f)

Figure 7.3: Comparission between predicted and the actual water level for water levels
of Malwathu River in Sri Lanka using xgboost algorithm: (a) With one day before past
data (Training) ; (b) With one day before past data (Testing); (c) With two days before
past data (Training); (d) With two days before past data (Testing); (e) With three days

before past data (Training); (f) With three days before past data (Testing)

3. With three days before past data (t+ t−1 + t−2 + t−3)

These lag times were decided according to the civil engineering expertise of water flow

with respect to the geographical structure of the case study.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.4: Comparission between predicted and the actual water level for water levels
of Malwathu River in Sri Lanka using LightGBM algorithm: (a) With one day before
past data (Training) ; (b) With one day before past data (Testing); (c) With two days
before past data (Training); (d) With two days before past data (Testing); (e) With
three days before past data (Training); (f) With three days before past data (Testing)

7.3.1 Extreme Gradient Boosting Algorithm (XGBoost)

The performances of the XGBoost algorithm are presented in this section. Figure 7.3

shows that the water level prediction is plotted against the time instances. As stated

before, the experiments were conducted at three different lag times. The correlation

coefficient (R) at each occurrence is shown in the figure. In the XGBoost model, the
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(a) (b)

(c) (d)

(e) (f)

Figure 7.5: Comparison between predicted and the actual water level for water levels
of Malwathu River in Sri Lanka using CatBoost algorithm: (a) With one day before
past data (Training) ; (b) With one day before past data (Testing); (c) With two days
before past data (Training); (d) With two days before past data (Testing); (e) With
three days before past data (Training); (f) With three days before past data (Testing)

highest R score was given by the three days past dataset with 0.9282 for the testing.

It is also noticeable that the R Score varies in an exciting way with the lag time. The

highest to lowest R scores were presented as 3-day ¿ 1-day ¿ 2-day configurations.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.6: Comparison between predicted and the actual water level for water levels
of Malwathu River in Sri Lanka using ensemble algorithm: (a) With one day before
past data (Training) ; (b) With one day before past data (Testing); (c) With two days
before past data (Training); (d) With two days before past data (Testing); (e) With
three days before past data (Training); (f) With three days before past data (Testing)

7.3.2 Light Gradient Boosting Algorithm (LightGBM)

The performances of the LightGBM algorithm are presented in this section. Figure 7.4

shows that the water level prediction is plotted against the time instances. As stated

before, the experiments were conducted at three different lag times. The correlation

coefficient (R) at each occurrence is shown in the figure. In the LightGBM model, the
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highest R score was given by the 1-days past dataset with 0.9879 for the testing. It is

also noticeable that the R Score varies in an exciting way with the lag time. The highest

to lowest R scores were presented as 1-day ¿ 2-day ¿ 3-day configurations.

7.3.3 Cat Gradient Boosting Algorithm (CatBoost)

The performances of the CatBoost algorithm are presented in this section. Figure 7.5

shows that the water level prediction is plotted against the time instances. As stated

before, the experiments were conducted at three different lag times. The correlation

coefficient (R) at each occurrence is shown in the figure. In the CatBoost model, the

highest R score was given by the 3-day past dataset with 0.9934 for the testing. It is

also noticeable that the R Score varies in an exciting way with the lag time. The highest

to lowest R scores were presented as 1-day ¿ 2-day ¿ 3-day configurations, which was

the same pattern as XGBoost.

7.3.4 Adaptive Network Based Fuzzy Inference System (ANFIS) and

Gradient Boosting methods as Ensemble model

The performances of the ensemble algorithm are presented in this section. Figure 7.6

shows that the water level prediction is plotted against the time instances. As stated

before, the experiments were conducted at three different lag times. The correlation

coefficient (R) at each occurrence is shown in the figure. In the ensemble model, the

highest R score was given by the 2-day past dataset with 0.9109 for the testing. It is

also noticeable that the R Score varies in an exciting way with the lag time. The highest

to lowest R scores were presented as 2-day ¿ 3-day ¿ 1-day configurations.

7.3.5 Comparison with State-of-the-art Regression Model

Moreover, State-of-the-art algorithms were considered in this study to enhance the com-

parative analysis of the results. The following algorithms were considered state-of-the-

art.

1. Grated Recurrent Unit (GRU)

2. Long Short Time Memory (LSTM)

3. Recurrent Neural Networks (RNN)

4. Lasso Regression (LASSO)
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Table 7.3: State-of-the-art regression models performances evaluation

Algorithm Configuration Bias MARE RMSE NSE KGE

CATBOOST
1-day 2.64 0.08 0.08 0.98 0.94
2-day 2.57 0.10 0.10 0.95 0.92
3-day 1.60 0.08 0.07 0.98 0.95

ENSEMBLE
1-day 5.24 0.27 0.32 0.64 0.82
2-day -4.15 0.27 0.21 0.82 0.90
3-day -14.17 0.31 0.26 0.77 0.78

GRU
1-day 18.81 0.35 0.20 0.85 0.73
2-day 6.36 0.30 0.19 0.86 0.84
3-day -0.31 0.31 0.19 0.86 0.88

LASSO REGRESSION
1-day -0.16 0.45 0.20 0.85 0.89
2-day -0.12 0.65 0.24 0.77 0.87
3-day 1.28 0.76 0.26 0.73 0.85

LIGHTGBM
1-day -0.35 0.47 0.22 0.82 0.59
2-day -3.66 0.47 0.20 0.83 0.62
3-day 0.53 0.45 0.23 0.82 0.62

LSTM
1-day 10.14 0.31 0.19 0.86 0.81
2-day 14.64 0.32 0.19 0.86 0.77
3-day 1.99 0.30 0.18 0.87 0.87

LINEAR REGRESSION
1-day -0.16 0.42 0.19 0.85 0.89
2-day -0.08 0.40 0.19 0.86 0.90
3-day 0.57 0.41 0.19 0.86 0.88

RNN
1-day 12.35 0.36 0.20 0.84 0.79
2-day 21.63 0.36 0.21 0.83 0.70
3-day 19.15 0.39 0.21 0.82 0.73

XGBOOST
1-day 1.31 0.35 0.19 0.86 0.91
2-day 4.29 0.35 0.21 0.82 0.84
3-day 0.53 0.33 0.20 0.86 0.90

5. Linear Regression (Linear)

Hyper-parameter tuning methods tuned the parameters of the above-mentioned algo-

rithms.

Table 7.3 shows a comprehensive performance evaluation of nine different algorithms.

These algorithms were used to develop a model for the Malwathu River water level

prediction. As in the Table, three combinations of the dataset were used, and five

statical parameters were calculated as Percent Bias (Bias), Mean Absolute Relative

Error (MARE), Root Mean Square Error (RMSE), Nash-Sutcliffe Efficiency (NSE), and

Kling-Gupta Efficiency (KGE).
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The lowest bias value of the experiments was shown by the Linear Regression algorithm

model with -0.08 at 3-day configuration, while RNN showed the highest bias value of

21.63 at 2-day configuration. However, the gradient-boosting methods showed competi-

tive bias values of 1.60, 0.53, and 0.53 when using CatBoost, LightBoost, and XGBoost

algorithms, respectively.

The MARE and RMSE values were similar for all most all the algorithms. CatBoost

Algorithm scored the lowest MARE and RMSE with 0.08 and 0.07, respectively. The

most significant MARE value is 0.76 for lasso regression at a 3-day configuration. The

ensemble model gave the highest RMSE with 0.32 at 1-day configuration. Overall for

the error-wise evaluation, the gradient boosting algorithm gives the lowest than the

black-box models.

When comparing each algorithm’s NSE and KGE values, the highest value is given by

the CatBoost algorithm with 0.98 and 0.95, respectively.

Overall, these results convey that the CatBoost algorithm, a gradient-boosting algo-

rithm, outperforms the other algorithms in almost all evaluation criteria. It is also

noticeable that the ensemble model performance does not provide a higher state when

compared with the other algorithms.

7.4 Conclusion

Simulating hydrological models is high in computational cost due to the numerous data

points and input-output dimensions. Though black-box algorithms perform well in the

litreture for prediction and forecasting, the excessive use of computational resources is

challenging to handle. Therefore, this study was conducted to evaluate and analyse the

computational performances of the gradient-boosting algorithms in hydrological predic-

tion and forecasting. CatBoost, extreme boost and light gradient boost algorithms were

considered gradient-boosting algorithms due to their vast popularity in the scientific

community.

This study focuses on a specific case study called Malwathu River, located in Sri Lanka.

There have been vast amounts of human and infrastructure damage due to this river’s

sudden flooding. Therefore, this work utilizes the rainfall and water level dataset of the

Malwathu River to train hydrological models to predict and forecast the river’s flooding.

The data was collected from the year 2005 to 2018 with six rainfall gauges in the river
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basin of the Malwathu River. Moreover, three configurations were established to do the

experiments with 1-day, 2-day, and 3-day lag times.

The results were evaluated under six statical evaluation criteria; namely, correlation

of coefficient (R), Precent-Bias (bias), Nash Sutcliffe Model efficiency coefficient (NSE),

Mean Absolute Relative Error (MARE), Kling-Gupta Efficiency (KGE), and Root mean

square error (RMSE). These evaluation criteria are well-reputed for hydrological model

analysis in the literature. Moreover, an Adaptive network-based fuzzy Inference sys-

tem (ANFIS) based ensemble model was generated to check if the performance can be

enhanced by using gradient boosting algorithms as base models.

The results of this study show that the CatBoost hydrological model outperforms other

algorithms. The results were compared with nine different algorithms, including black-

box algorithms (LSTM, GRU, RNN). This study concludes that the Cat gradient boost-

ing algorithm can predict the hydrological modelling better than the general black-box

algorithms. As for the future aspect, implementing a real-time flood warning system

in Sri Lanka using a model that consumes less power and computational cost can be

introduced.
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Chapter 8

Rice seeds classification based on

its age.

This work is presented at the International Conference of Machine Vision (ICMV 2022)

in Rome.

8.1 Introduction

Over 2000 years, rice has remained an important cultural component and the staple food

in Japan, with 3.5 million rice producers, and each Japanese consumes 70 kilograms of

rice on average annually [1]. There are around 300 rice varieties that can be found all

around the country, among approximately 40,000 different kinds of rice varieties that

exist globally.

Especially with the increased scarcity of resources such as water and land has led to a

trend of maintaining sustainable rice production through technological improvements.

The decline or stagnancy of yield levels caused by low grain quality and increase in

production costs due to high dependence on agricultural inputs is something that re-

searchers are passionate about improving further. These constraints go hand in hand

since planting rice seeds that are less capable of producing the maximum possible yield

degenerates the maximum capacity of scarce resources in rice cultivation.

However, despite these constraints, rice production should increase drastically over the

next generation to satisfy the global food demand, particularly for the poor. Therefore,

the significance of producing more rice with a reduced /controlled supply of resources

is an alarming challenge to secure the food supply and the social, economic, and water
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sustainability of the Asian region, which is firmly attached to rice culture [2]. Previous

studies have identified the age of rice seeds after harvesting as a crucial factor determin-

ing the quality of rice seeds primarily used for rice cultivation. Therefore, this research is

conducted to develop a system to identify or confirm rice seeds’ word-of-mouth age more

efficiently, which ultimately could serve as one component for determining the overall

quality of rice seeds.

Japan is highly vulnerable to natural catastrophes such as earthquakes, hurricanes,

and flooding due to its climate and geography. Therefore, crop failure or harvest loss

can occur due to adverse weather conditions. Hence, there are scenarios in that age

seeds tend to be used for cultivation in Japan. The attention required for treatment

could be taken with rice seeds by identifying the age of rice seeds with more reliability.

Three wide Japanese rice varieties harvested in 2012, 2016, and 2020 were used in

this research. The rice varieties used in this study are Akitakomachi, Koshihikari, and

Yangdao-8. According to our knowledge, there is no rice seed dataset based on the

harvested age in the scientific community. Therefore, this research mainly contributes

in two ways: implementing a novel rice seed dataset based on age variation and proposing

a novel approach for classifying the dataset using SURF-BOF-based Cascaded ANFIS.

This manuscript is presented as follows. Section 2 investigates the related works. The

methodology of this study is discussed in section 3. Section 4 is dedicated to results and

discussion, and the conclusion is presented as the final section.

8.2 Related Works

There is very little literature on the relationship between germination and the rice seed

age. Nevertheless, to our knowledge, no studies have focused on rice seed classification

based on age. The following paragraphs introduce the related works on the relationship

between germination and rice seed age but are not limited only to rice. Furthermore, the

related studies on using Speeded-Up Robust Features (SURF), Bag-of-Features (BOF),

and Cascaded Adaptive Network-based Fuzzy Inference System (ANFIS) in image clas-

sification are presented. The relationship between germination and the rice seed age was

extensively studied by Jones et al. in 1926 [3]. They state that the seed age is inversely

proportional to the germination success rate for most rice varieties. They have used

eight rice varieties in the research and researched six years of age gaps. A study shows

that germination against the wheat seed age has the same relationship as in the earlier



8.2 Related Works 164

study. They state that the germination rate decrease with the rate of 0.243% h−1 of

ageing [4]. Yun et al. have researched canola seeds to evaluate the germination rate due

to seed ageing [5]. They have also concluded that the germination rate of older is lower

than that of newer.

Furthermore, Tabatabaei in 2014 [6] and Ibrahim et al. in 2013 [7] also provided research

outcomes of two types of research conducted based on seed germination against ageing

and concluded the same results as mentioned above. These indications provide sub-

stantial importance in seed classification based on age-wise. Wu and Tsai introduced

a noise reduction of leaf images. They have used background removal and the ROI

extraction methods as novel implementations and succeeded in achieving 92.13% accu-

racy [8]. Moreover, an object recognition technology has been introduced using python

and MNIST dataset modification by Karayaneva and Hintea. They have used five ma-

chine learning algorithms, including neural networks and achieved 87%-98% accuracy

on object recognition [9]. A combination of KNN and ANN is used for the dragon fruit

classification tasks. The study showed that the machine learning method performed six

times better than manual classification [10].

In past studies on rice grain classification, Tzu-Yi proposed a model using a sparse-

representation-based 30 varieties classification of rice grains [11]. In the paper [12], the

authors have introduced a model using BOF-SVM to classify and recognize vegetable

pests. They have contributed a rice dataset of 30 types by using microscope images of

the rice grains. They have obtained an overall accuracy of 89.1% as a result. They have

considered a total of four classes in the dataset. The feature extraction of the research

was performed using the scale-invariant feature transform (SIFT) descriptor, and they

scored an accuracy of 91.56% for the classification. Furthermore, the SIFT-BOF-based

image recognition system is developed by Yuki et al. [13], and they propose a fuzzy code

book to reduce computational complexity.

Furthermore, Raj Kumar et al. [14] used the SURF feature descriptor to generate a

dataset of 1000 samples to identify Fungal Blast disease in rice seeds. They have tried

several Machine Learning (ML) algorithms for the classification, and the best results

were obtained using Convolutional Neural Network (CNN) based VGG-16 algorithm.

The experiment shows an overall accuracy of 71.28%. Moreover, using the Jointly Multi-

Model Bag of Feature algorithm, research has been conducted to classify the soybean’s

quality utilizing computer vision techniques [15]. They have used the SURF feature

descriptor and the spatial layout of “L × a × b × colour features” to extract features
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from the dataset. They used the Low-Rank Representation technique to reduce the

feature dimension, and SVM was used as the classification algorithm. The experimental

results show 95.6% of accuracy as the classification results.

Furthermore, the BOF-based Almond classification system was introduced by Abozar

et al. [16]. They have constructed a novel dataset for Almond seeds’ sweet and bit-

ter classification. They used the SIFT feature descriptor as the feature extractor and

tested three classification algorithms based on Support Vector Machines (SVM): K-NN

based on SVM, L-SVM, and Chi-SVM. The researchers concluded that the Chi-SVM

outperforms the other two algorithms with an accuracy of 91%.

However, past studies on age-wise classification do not exist according to our knowledge.

Therefore, the research gap in age-wise classification is explicit.

8.3 Methodology

8.3.1 Dataset Construction

The dataset is constructed using the rice seed samples of three main rice varieties in

Japan: Akitakomachi, Koshihikari, and Yangdao-8. These rice types are further sep-

arated based on the year of harvesting. The overall label set of the constructed rice

dataset is shown in Table 1.

Since the research combines two classifications: the rice variety’s type and the year

of harvest, the labelling was completed in two manners. First, the samples are labelled

according to the rice variety, and the second is the year of harvesting. Finally, the dataset

is divided into three segments for training, testing, and validation. The training, testing,

and validation proportions are 60%, 30%, and 10% of the total dataset. However, it is

worth noting that the number of samples in each rice variety differs. The sample image

data set can be illustrated in Figure 8.1.

Furthermore, according to the age of the harvested rice seeds, there are three categories:

2012, 2016, and 2020; however, as shown in Table 8.1, the Yangdao-8 consists only of

two types such as 2012 and 2020, due to the unavailability of the 2016 rice seeds. The

novel dataset is publicly available in the Kaggle dataset repository and named “Japanese

Rice Seeds Age-wise Classification” [17].
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(a) (b)

(c)

Figure 8.1: Rice seeds; a) Akitakomachi, b) Koshihikari, c) Yangdao 8

8.3.2 Feature Extraction

Features are one of the significant components in designing a classifier. This research

attempts to classify similar images but rich in different surface textures. Therefore, it

is crucial to investigate a feature descriptor that suits the problem and can provide rich

features for the classification. SURF feature descriptor is a method that can deal with

this kind of situation. The following paragraph introduces a brief description of the
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Table 8.1: Structure of the Rice Seeds dataset

Rice Variety
Sample Size

Total Samples
2012 2016 2020

Akitakomachi 427 368 392 1187
Koshihikari 377 368 392 1319
Yangdao-8 275 N/A 235 510

SURF feature descriptor.

The SIFT and SURF algorithms follow the same principle in general. However, SURF

is a three-step process: detecting interest points, local neighbourhood description, and

matchmaking. SURF employs square-shaped filters as a rough approximation of Gaus-

sian smoothing. Filtering the image with a square is quicker when the integral image is

used. Depending on the Hessian matrix (HS), SURF utilizes a blob detector to determine

locations of interest. The determinant of the HS is utilized to assess local inconstancy

around the point where this determinant is maximum [18].

In SURF, scale spaces are created using box filters of various dimensions. As a result, the

scale space is examined by improving the filter dimensions rather than repeatedly low-

ering the image dimensions. The subsequent layers are created by gradually increasing

the size of the masks utilized to filter the image.

A descriptor’s purpose stands to offer a distinctive and reliable description of the image,

such as the intensity allocation of the pixels. Therefore, most descriptors are generated

locally, resulting in a description for each site of interest already specified.

It is necessary to determine the orientation of the interest points to provide rotational

invariance. Therefore, Harr wavelets were calculated at each interest point, and vectors

were generated for a specified radius of the interesting point. The most extended vector

defines the point of interest’s direction.

The next feature extraction step is creating the BOF [19]. Therefore, the features

mentioned above are used to develop the visual vocabulary. The nearest neighbour

matching is used in this process for the clustering. Then the clusters are mapped as

frequency histograms of BOF. Then the histograms are used with the Cascaded-ANFIS

algorithm for the classification.

8.3.3 Modified Cascaded ANFIS algorithm

According to the problem, the Cascaded-ANFIS algorithm can be utilized conveniently.

Due to many feature points in this research, the Cascaded-ANFIS algorithm is used
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Figure 8.2: Modified Structure of the Cascaded-ANFIS algorithm.

as two different methods. As shown in Figure 8.2, the feature points were selected

based on the pair selection method. However, the features were not used as pairs but

as a group. For a group, ten features were assigned. Then using a 10-input 1-output

ANFIS structure, the first-level outputs were generated. After that, using two-input

one-output ANFIS structures, the remaining levels were operated. The pair selection

method selected the best pair of inputs to propagate through the network at each level.

The overall operation of the modified Cascaded-ANFIS structure is shown in Figure 8.2.

A total of 500 features were extracted as the SURF-BOF features, and 50 clusters were

assigned for the initial level of the Cascaded ANFIS. As in Figure 8.2, Ai,j is the ANFIS

structure where i is the number of levels, and j is the number of structures. At the end

of 20 levels in the modified Cascaded-ANFIS model, the total outputs were averaged to

calculate the final out.

8.3.4 Experiment Platform

The experiments were carried out using a Windows 10 personal computer. The com-

puter’s processor is an Intel core i9 with 3.70 GHz, and the memory size is 64 GB. The

experiments were carried out without using any GPU processing.
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Figure 8.3: Accuracy of the classification vs number of features used to train the
Cascaded-ANFIS model

Figure 8.4: 10-Fold Cross-Validation of the Cascaded-ANFIS and VGG16 models
training

8.4 Results and Discussion

The experiment results were analyzed in several aspects. The first experiment was

designed to check the performance based on the number of the input feature vector. As

mentioned in the above sections, the data set contains three different rice varieties. As

shown in Figure 8.3, the accuracy of each dataset was calculated using the Cascaded-

ANFIS algorithm with the variation of feature points starting at 200 to 500. It is clear

that the around 500 feature points, the accuracy becomes stable at 98%.

A K-Fold Cross-Validation was accomplished because of the smaller size of the dataset.

As shown in Figure 8.4, ten-fold cross-validation was utilized. The VGG16 model is

trained and tested to compare the proposed algorithm performance with 10-fold cross-

validation. The learning rate of the VGG16 model is 0.0001, and 100 iterations were

used for each piece of training. The “imagenet” was taken as the weights for the VGG16
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Figure 8.5: Confusion Matrix of Rice Seeds Classifications. (a) Rice Varieties:
Cascaded-ANFIS, (b) Akitakomachi Age-wise: Cascaded-ANFIS, (c) Koshihikari Age-
wise: Cascaded-ANFIS, (d) Rice Varieties: VGG16, (e) Akitakomachi Age-wise:
VGG16, (f) Koshihikari Age-wise: VGG16, (g) Yangdao-8 Age-wise: Cascaded-ANFIS,

and (h) Yangdao-8 Age-wise: VGG16.

training. The parameters used to create the Cascaded-ANFIS algorithm are as follows.

The Fuzzy Inference System (FIS) of ANFIS was generated using 3-Gaussian mem-

bership functions for each corresponding ANFIS module in the Cascaded-ANFIS. The

total number of input features was taken as 500, and the total number of iterations was

considered 20 for this experiment.

The results showed that the Cascaded-ANFIS model performs better than the VGG16

model. As shown in Figure 8.4, the Yangdao-8 rice shows a comparatively smaller

accuracy percentage. The other three classifications show better accuracy, around 95%.

However, the proposed model average accuracies of Akitakomachi, Koshihikari, Yangdao-

8, and Rice variety classifications are 99.15%, 98.27%, 83.86%, and 96.71%, respectively.

Furthermore, confusion matrixes were generated for each experiment, as shown in Figure
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Table 8.2: Evaluation parameter scores for the Cascaded-ANFIS and VGG16 classi-
fications.

Parameter Precision Recall F1-Score Accuracy
Algorithm CAS VGG16 CAS VGG16 CAS VGG16 CAS VGG16

Rice Varieties 0.97 0.89 0.97 0.85 0.97 0.87 0.97 0.91
Akitakomachi Age-wise 0.99 0.67 0.99 0.68 0.99 0.97 0.99 0.56
Koshihikari Age-wise 0.99 0.45 0.99 0.90 0.99 0.60 0.99 0.45
Yangdao-8 Age-wise 0.92 0.71 0.92 0.75 0.92 0.71 0.92 0.69

8.5. Here, (a), (b), (c), and (g) sub-figures represent the proposed algorithm and (d),

(e), (f), and (h) represents the VGG16 model performances. The confusion matrix is

not a measure for evaluating a model but gives information about the predictions. It is

required to apprehend the confusion matrix to understand other classification metrics

such as average accuracy, precision, recall, and F1-Score. Each of these metrics conveys

valuable information about the performance of the classification when the problem is

multi-class [20]. As shown in the confusion matrixes and Table 8.2, the research was

an evident success. The confusion matrix of the classification of rice varieties showed

that the Yangdao-8 seeds offer 100% accuracy. This was a result of the shape of the

rice seed. It was observable that the Yangdao-8 seeds are longer than the other two

varieties considered in this research. However, the Akitakomachi and Koshihikari showed

promising results with few false predictions.

Though the Yongdao-8 Rice has 100% accuracy in classifying varieties, the age classi-

fication showed lesser results when compared with the other two types. Furthermore,

the confusion matrix of the age of Akitakomachi rice seed classification showed the best

accuracy, with 99.00%. Nevertheless, the Koshihikari age classification also provided

satisfactory results, with 99.00%.

8.5 Conclusion

The age of the rice seed is a vital factor for successful germination. Therefore, this

study implemented an automatic rice seed age-wise classification using the SURF-BOF-

based modified Cascaded-ANFIS algorithm. Furthermore, this study also contributes

a novel Japanese rice seed dataset for age classification. The dataset combines three

main rice varieties in Japan, and each rice variety is separated according to the year of

harvestings, such as 2012, 2016, and 2020. However, the Yongdao-8 rice variety does not

contribute to three different years but only 2012 and 2020. The performance evaluation
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was done by comparing the results with the VGG16 deep learning model. 10-Fold cross-

validation was performed for each classification, and the mean accuracies demonstrate

the algorithm’s robustness. The classification results were analyzed by generating the

confusion matrix and evaluated using precision, recall, and F1-Score. The results are

promising, with an accuracy of 99% for the Koshihikari rice age classification. The

classification between the rice varieties provides an accuracy of 97%. Due to the shape

difference of Yandao-8 rice seeds, the individual accuracy of the seed classification from

others is 100%. Investigating the relationship between the germination success rate and

the rice seed quality assessment using the SURF-BOF-based Cascaded-ANFIS algorithm

can be considered a future objective.
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Chapter 9

Designing and Simulation of

ANFIS-based UAV controller

This work is presented at IEEE International Conference on Fuzzy Systems (FUZZ-IEEE

2021) [1].

9.1 Introduction

The quad-copter controller design is a trending topic of today’s world researchers, be-

cause, the possibilities and capabilities of the quadcopter provide high expectations.

The quad-copters are usually used in the fields of agriculture [2, 3], areal transportation

[4, 5], mapping and exploration, fire and rescue [6, 7] and photography [8, 9].

Quad-copter has four motors, while the degrees of freedom are six. Hence, it is an

underactuated mechanical system. Due to the under-actuation of the quad-copter, de-

signing a better control algorithm is an extensive challenge. Recently there have been

several quad-copter control algorithms which provide better performance in stabiliza-

tion when compared with the early-stage controllers. PID control is one of the most

used algorithms in quad-copter controls [10–12]. Most researchers tend to use the PID

control algorithm as the initial step of developing the novel algorithms [13–15]. Some of

these can be listed as follows. Neural network (NN) based controllers [16], Neural-PID

based controllers [17], sliding mode controllers [17], Linear quadratic controllers [18] and

ANFIS based controllers [19, 20].

Among these control algorithms, it is a proven fact that the ANFIS-based controllers

175



9.1 Introduction 176

provide better efficiency and stability, according to the following literature. The au-

thors in [21] have developed a quad-copter using the ANFIS algorithm to control the

attitude and altitude. The authors have compared the results between ANFIS-PD,

FUZZY-PD and PD controllers. The results show that the ANFIS-based controller has

better accuracy in attitude and altitude control over the other two algorithms. In [22],

a Permanent Magnet Brushless DC motor drive system is implemented using ANFIS

and PI controllers. The results show that the ANFIS provides better results in cur-

rent and torque control over the fixed PI controller. An altitude tracking system for a

drone is implemented in [23]. They have used a hybrid PD-ANFIS-based algorithm for

controlling. The results were obtained for classical PID, P-D, ANFIS and Intelligent

PD-ANFIS controllers. Though all the considered controllers were able to stabilize the

drone, the PD-ANFIS gives faster stability as in the results section of the paper.

The authors in [24] have presented an algorithm for drone control using ANFIS and

the Improved Particle Swarm Optimization algorithm (ANFIS-IPSO). The results were

compared between PID, ANFIS and the proposed algorithm. The trajectory tracking

error has almost come to a zero when using the ANFIS-IPSO algorithm. In [19], a

trajectory control system for a quad-rotor is designed using the PSO-ANFIS algorithm.

Two simulation tests have been carried out for performance analysis, such as trajectory

tracking and mass loading and unloading. They compare the results with PID, ANFIS

and PSO-ANFIS algorithms, proving that PSO-ANFIS provides better stability in both

simulations. Hence, it is possible to do a performance analysis among state-of-the-art

ANFIS-based algorithms.

The main goal of this paper is to investigate the performance of the GA-ANFIS and

PSO-ANFIS in quad-copter control.

The rest of the paper is organized as follows. Section II gives a brief introduction of the

related theories such as quadcopter model dynamics, PID controllers, ANFIS, GA and

PSO. Then the methodology of the controller implementation is presented in section III.

In section IV, the results were analysed, and finally, the conclusion and future works are

presented in section V.
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9.2 Related Theories

9.2.1 Quad-copter model dynamics

It is necessary fact to understand the basic dynamics of the quad-copter design before

implementing a control algorithm. As mentioned in the above section, a quad-copter

is a system which is under-actuated. Because there are six degrees of freedom in the

quad-copter, but it has four rotors to control the movements. The six degrees of freedom

can be divided into two as, translation movements (along the x-axis, y-axis and z-axis)

and rotational angles (φ - roll, θ - pitch and ψ - yaw). This section is used to give a

brief introduction to the quad-copter model dynamics.

Figure 9.1: Quad-Copter Controller

Since there are two types of freedoms, kinematics can be divided into two sections as

well. As referenced in [19], the translation kinematics (9.1) and rotational kinematics

(9.2) can be presented as the following equations.

ξ̇ = R.Vb (9.1)

η̇ = Rr.℧b (9.2)

Here absolute linear velocity vector is presented as ξ̇ and it can be expressed as
[
ẋ ẏ ż

]
.

Linear velocity is expressed using Vb and it can be presented as
[
U V W

]T
∈ R3. R

can be given as:
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Rr =


1 sφtθ cφtθ

0 cφ −sφ

0
sφ
cθ

cφ
cθ

 (9.3)

where Euler angle derivatives can be presented as tθ = tan θ, η̇ =
[
φ̇ θ̇ ψ̇

]T
∈ RT

As in [25], the rotor forces can be expressed as in (9.4) and the model dynamics can be

represented using (9.5).

fi = b.ωi
2 (9.4)



ẋ = u

ẏ = v

ż = w

u̇ = (cφsθcψ + sφsψ) Tm

v̇ = (cφsθcψ − sφcψ) Tm

ẇ = (cφcθ)
T
m − g

φ̇ = p+ sφtθq + cφtθr

θ̇ = cφq − sφr

ψ̇ =
sφ
cθ
q +

cφ
cθ
r

ṗ = τx
jx

+
jy−jz
jx

qr

ṗ =
τy
jy

+ jz−jx
jy

pr

ṙ = τz
jz

+
jx−jy
jz

pq

(9.5)

In (9.4), rotor thrust is denoted as b and angular velocities are ω. The inertia matrix of

the quadcopter is denoted as j and jx, jy and jz are the moments of inertia in (9.5).

9.2.2 Proportional Integral and Derivative (PID) control

PID control is the most commonly used control technology in control engineering. This

section aims to give a brief introduction to the PID controllers. It is said that PID

controllers are the workhorse of modern process control systems [26]. PID controllers

are made with three components such as proportional, integral and derivative. The basic

structure of the PID controller in a system is shown in Fig. 9.2. As shown in the figure,

the output is controlled by three parameters (P, I, and D). Generally, PID controllers

are closed-loop controllers. Therefore, the error e(t) is calculated using the feedback
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Figure 9.2: Classical PID Controller

path and the setpoint to control the system. In the figure, Kp,Ki and Kd are the gains

of proportional, integral and derivative respectively.

The tuning of these gains is challenging. Hence, many researchers have proposed several

types of PID tuning methods. Some of them are; the trial and error Method [27],

Zeigler-Nichols Method [28], Cohen-Coon method [29], Tyreus-Luyben method [30] and

autotune method. Moreover, there are some software-based tuning methods such as

MATLAB PID tuning [31].

9.2.3 ANFIS

In 1978, L.A. Zadeh [32] introduced Fuzzy Logic Controllers (FLC). Since then, it has

evolved to a significant level. The recent evolution of FLC is ANFIS. ANFIS is based on

two well-known algorithms such as FLC and ANN. Jang in 1993 [33] proposed ANFIS as

a machine learning algorithm. In this section, a brief introduction to ANFIS is presented.

Fig. 9.3 shows the general structure of the ANFIS algorithm. ANFIS possess all the

advantages of the ANN and the FLC [34]. Generally, ANFIS is a five-layer structure as

shown in the figure. Each layer is explained in brief below.

• Layer 1: The first layer is called the fuzzification layer. Here, the memberships are

generated for each input using the standard membership functions as in (9.6).
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Figure 9.3: ANFIS Architecture

Figure 9.4: PID control of Quad-Copter

O1,i =

µAi(X1)

µBi(X2)
(9.6)

where, linguistic labels are denoted as Ai and Bi while node function is denoted as

i. There are three commonly used membership functions such as triangular (9.7),

trapezoidal (9.8) and gaussian (9.9).

µAi = max(min(
x− ai
bi − ai

,
ci − x

ci − bi
), 0), i = 1, 2 (9.7)
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Figure 9.5: GA-ANFIS control of Quad-Copter

Figure 9.6: PSO-ANFIS control of Quad-Copter

µAi = max(min(
x− ai
bi − ai

, 1,
di − x

di − ci
), 0), i = 1, 2 (9.8)

µAi = exp(−(x− ci)
2

σ21
), i = 1, 2 (9.9)

Here, ai, bi, ci, di and σi are premise parameters.

• Layer 2: This later is called the rule layer. As in (9.10), the firing strength w of

the each rule is generated by multiplying µAi(x1) and µBi(x2).

O2,j = wj = µAi(x1) × µBi(x2) (9.10)
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where j is the number of the rule.

• Layer 3: This is the normalization layer. The main objective of this latter is to

generate the third output by normalization by firing the strength of each corre-

sponding rule. Normalization can be expressed as in (9.11).

O3,j = w̄j =
wj∑
wi
, j = 1, 2, ..., n (9.11)

• Layer 4: This layer is responsible for the defuzzification. Consequent parameters

(pj , qj , rj) are used here as in (9.12) to do the defuzzification of the previously

generated normalized firing strengths w̄j .

O4,j = w̄jfj = w̄j(pjx1 + qjx2 + rj) (9.12)

• Layer 5: This is the output layer. The Sum of all incoming inputs gives the overall

output as in (9.13).

O5,1 =
n∑
j=1

w̄jfj (9.13)

9.2.4 Fitness Function

The relative importance of a design can be expressed using a fitness function. Deter-

mining the best fitness function for a certain system is an assuring way to collect better

results. The most common way to describe a fitness function is using a cost function as

shown in (9.14)[35].

Fi = (1 + ε)fmax − fi (9.14)

where, the cost function is denoted as fi for the ith design, fmax is max cost and ε is

used to eliminate the difficulty of Fi being zero. Considering the quadcopter control,

the Integral of Time multiplied by Absolute Error (ITAE) is the most used method in

determining a fitness function. The adjusting time and the overshoot are indicated by

ITAE. These characteristics reflect the accuracy and the rapidity of the control system.

It is scientifically proven that (9.15) gives the performance index of a quadcopter control

[36].
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JITAE =

∫ ∞

0
t. |e(t)| dt (9.15)

9.2.5 Genetic Algorithms (GA)

The inspirations of Genetic Algorithms (GA) are natural selection and biological pro-

cesses. There are several versions of GA in the literature. This section gives a brief

introduction to GA and its construction.

GA is an optimization algorithm which tries to find the optimum solution in a solution

space by iterations. First, the search for the best solution starts with a randomly

generated population in the solution space. In order to continue with the iterations, GA

proceed with three operators; namely, selection, crossover and mutation [37].

The principle of “Survival of the Fittest” imitates the first operation “Selection”. Con-

sidering the current design set which is also called the population, this process is

predisposed towards the better fit members. In (9.16), this process is expressed in

mathematically[35].

Pi =
Fi
Q

;Q =

Np∑
j=1

Fj (9.16)

Here, Fi is the fitness value. Np is the number of members in the population and Pi is

the probability of the selection.

The second operator “Crossover” is about mating in biological populations. There are

several crossover methods for completing this operation such as single-point crossover,

two-point and k-point crossover, and uniform crossover. Crossover helps to sustain the

good solutions and remove the bad solutions and move on with the new population to

the next generation. Diversity in characteristics of the population is done by the last

operator “Mutation”. Mutation helps to escape from the local minima and propagate

to the global minima.

Generally, GA encodes the design into bits of ones and zeros. Hence, GA is well known

for discrete designs because of this behaviour of the algorithm.

9.2.6 Particle Swarm Optimization (PSO)

This section is used to describe the PSO algorithm in brief. PSO is first introduced in

1997 [38] by the inspiration of birds flocking. PSO is also an optimization algorithm

which tries to move in the solution space to find the best solution possible called global
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minima. PSO also operates in three steps, namely, positions and velocity generations

for each particle, updating the velocities and updating the positions. PSO also uses

iterations to complete the search. The first step of the PSO is to generate a random

population with random positions and velocities as in (9.17) and (9.18).

xi0 = xmin + rand(xmax − xmin) (9.17)

vi0 =
xmin + rand(xmax − xmin)

∆t
=
position

time
(9.18)

where xmin and xmax are the lower and upper bounds respectively.

At each iteration, the velocities and positions are updated as in the following equations

(9.19)(9.20).

vik+1 = wvik + c1rand
pi − xik

∆t
+ c2rand

pgk − xik
∆t

(9.19)

xik+1 = xik + vik+1∆t (9.20)

where, vik+1 is the velocity of the particle i at time k + 1, w is the inertia factor, wvi
k

is the current motion, c1 is the self confidence, c1rand
pi−xi

k

∆t
is the particle memory

influence, c2 is the swarm confidence and c2rand
p
g
k−xi

k

∆t
is the swarm influence. pi is the

pbest position of the particle i. Each particle keeps swimming in the coordinates solution

space, which is associated with the best solution (fitness) that has been achieved. This

value is called the personal best(pbest). Another pg is the gbest position. The best

value that is taken by the PSO, is the best value obtained by all particles. This value is

called the global best (gbest).

9.3 Methodology

The above-introduced control algorithms were implemented using the SIMULINK envi-

ronment in MATLAB. The quad-copter dynamics are shown in Table 9.1.

Quad-copter is a system which has six controllers for each degree of freedom, namely,

pitch (φ ), roll (θ) and yaw (ψ) Euler angles and X, Y and Z position coordinates. Hence,

the initial system is designed to use six PID controllers (PIDφ, P IDθ, P IDψ, P IX , P IY , P IDZ).

The overall view of the PID-based quad-copter system is presented in Fig. 9.4. Note
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Table 9.1: Model parameters of the Quad copter

Description Value

Gravitational Acceleration (g) 9.81ms−2

Quad copter mass (m) 0.65 kg
Distance from center to motor (l) 0.23m
About x axis moment of inertia (jx) 0.0075kgm2

About y axis moment of inertia (jy) 0.0075kgm2

About z axis moment of inertia (jz) 0.013kgm2

Force constant of propellers (k) 0.0000313Ns2

Torque constant of propellers (d) 0.00000075Ns2

Table 9.2: All PID parameters (Zeigler-Nichols)

X Y Z φ θ ψ

Kp 0.2 0.2 0.6 0.51 0.51 0.105
Ki 0.1 0.1 0.35 0.81 0.81 0.005
Kd 0.0 0.0 0.43 0.81 0.81 0.005

that, X and Y PI controllers are placed in cascaded with θ and ψ PID controllers,

respectively.

The PID tuning was done using the Zeigler-Nichols method [28]. Each PID controller

was tuned, starting with the altitude controller (Z) separately. Table 9.2 shows all tuned

parameters used in the PID controllers.

Using the above-tuned PID parameters, the output response was collected against the

input and recorded for the ANFIS algorithm training.

The recorded data were divided into two segments training and testing at the ratio of

70% and 30%. Genfis2 function in MATLAB is used as the initial membership function

generation in FIS. The training was conducted offline, and then the error was observed

during the testing phase.

GA and PSO were used to optimize the FISs which were initially generated using the

ANFIS algorithm. These two optimization algorithms were used in the optimal param-

eter settings as mentioned in the literature [39]. The parameter setting of the GA and

PSO is shown the Table 9.3 and 9.4.

Designing the GA-ANFIS and PSO-AFNIS controllers were performed as in the following

pseudo-codes. Algorithm 4 shows the main steps in tuning the FIS parameters using

GA. As introduced before, the three main operations were implemented to search for

the best solution in the solution space. The overall representation of the GA-ANFIS

algorithm in the quad-copter system is shown in Fig. 9.5.
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Table 9.3: GA parameters

Iterations 100
Population Size 40
Crossover Percentage 50% Uniform crossover
Mutation Percentage 0.5%
Number of Mutants 20
Gamma (γ) 0.2
Mutation Rate (µ) 0.1
Selection Pressure (β) 8

Table 9.4: PSO parameters

Iterations 100
Population Size 40
Inertia Weight (w) 0.5
Inertia Weight Damping ratio 0.99
Personal Learning Coeffition (c1) 1.5
Global Learning Coeffition (c2) 1.5

Algorithm 4: GA-ANFIS optimization

Result: Optimized GA-FIS
Initial FIS;
begin

Data acquisition from PID controllers;
Random Partitioning of data as training and testing;
Initial Fuzzy Inference System (FIS) generation using the training set;

end
GA tuning;
begin

Selection;
Crossover;
Mutation;

end
Store the best cost and best solution;
Update the FIS;

The construction of PSO-ANFIS is presented in Algorithm 5. First, the initial FIS is

generated using the ANFIS algorithm and then PSO is used to tune the FIS parameters

furthermore. The overall representation of the PSO-ANFIS algorithm in the quad-copter

system is shown in Fig. 9.6.
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Algorithm 5: PSO-ANFIS optimization

Result: Optimized PSO-FIS
Initial FIS;
begin

Data acquisition from PID controllers;
Random Partitioning of data as training and testing;
Initial Fuzzy Inference System (FIS) generation using the training set;

end
PSO tuning;
begin

Generate Random Population;
Velocity update;
Position update;

end
Store the best cost and best solution;
Update the FIS;

Figure 9.7: Altitude Response

Table 9.5: RMSE of each ANFIS controller

Error Algorithm Pitch Roll×10−5 Yaw×10−8 Z

RMSE
ANFIS 0.000124 2.889 1.755 0.00434
GA-ANFIS 0.000122 2.784 1.594 0.00337
PSO-ANFIS 0.000112 2.782 1.585 0.00198

9.4 Results and Discussion

The experiments were conducted using two different simulations, altitude response mea-

surement and way-point navigator, to determine the effectiveness of the corresponding

control algorithms. The results were obtained for PID, ANFIS, GA-ANFIS and PSO-

ANFIS.
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Figure 9.8: Way-point Follower

Figure 9.9: Change in X coordinates (I)

Table 9.6: Training time of each ANFIS controller

Algorithm Pitch Roll Yaw Z

Time(s)
GA-ANFIS 705.32 696.32 705.90 697.97
PSO-ANFIS 588.03 593.22 596.57 572.88

As the first simulation test, the altitude response was measured. A MATLAB simulation

was designed to change the altitude for 22 seconds. The set coordinates were given in

the z-axis, which is the altitude in this system. The results can be presented in Fig. 9.7.

As shown in this figure, PID, ANFIS, PSO-ANFIS and GA-ANFIS performance in

obtaining the desired setpoints are shown. When comparing the PID response with the

other three ANFIS algorithms, the ANFIS-based systems show a smoother and more

accurate response. It is also clearly mentioned that the response delay is much more
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Figure 9.10: Change in X coordinates (II)

Figure 9.11: Change in Y coordinates (I)

significant in the PID controller than in ANFIS controllers.

Among the ANFIS controllers, such as ANFIS, GA-ANFIS and PSO-ANFIS, the best

results were given by the PSO-ANFIS controller.

The next simulation was conducted to obtain the performance in X and Y axis naviga-

tion. In this simulation, five set points were defined as (0, 0,−1), (2, 0,−1), (2, 2,−1), (0, 2,−1), (0, 0,−1).

Here, the first, second and third coordinates are X,Y and Z, respectively. The altitude

was kept constant at 1m, and X and Y coordinates were changed accordingly. The

results are presented using Figs. 9.8, 9.9, 9.10, 9.11, and 9.12.

Fig. 9.8 shows the total way-point navigation of the drone in X and Y planes. Fig. 9.9

and Fig. 9.10 are the closeup views of two instances in X coordinate variations. As in

these figures, it is clear that the PSO-ANFIS performs better with less overshoot and

faster stability. Y coordinate variations are shown in the Fig. 9.11 and Fig. 9.12. Here,
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Figure 9.12: Change in Y coordinates (II)

the results are similar to the X coordinate variations. The numerical data for steady-

state errors for the PID, ANFIS, GA-ANFIS and PSO-ANFIS are 0.00861, 0.00212,

0.00106, and 0.00009, respectively. The Rising times are 9s, 8.73s, 8.69s and 9.12s

accordingly.

The results in Figs. 9.7, 9.8, 9.9, 9.10, 9.11, and 9.12 proves the superiority of PSO-

ANFIS and GA-ANFIS over Conventional ANFIS and PID controllers. The nature-

inspired algorithms (GA-ANFIS and PSO-ANFIS) perform better than the ANFIS and

traditional PID controllers.

Moreover, Table 9.5 shows the Root Mean Squared Error (RMSE) for each controller. It

can be observed that PSO-ANFIS and GA-ANFIS show very similar results. However,

PSO has less error and faster stability than GA. This may be caused due to the following

differences in the considered algorithms [40].

The inbuilt guidance mechanism in PSO causes faster convergence. But in GA, there is

no dedicated guidance mechanism. Only when the particles participate in the crossover

the better solutions converge. PSO handles two populations simultaneously, namely,

pbest (personal best) and current positions. This key feature helps the PSO re-navigate

in the solution space if the solution moves towards an unwanted path. GA does not

handle two populations. Hence this becomes a massive advantage in solution exploration.

The algorithm construction of the PSO is purely mathematical, while the GA has non-

mathematical operations such as crossover operation. This gives the benefit of less time

consumption in PSO than GA, and it can be seen in Table 9.6.
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9.5 Conclusion and future works

In this paper, performance analysis is conducted to compare the results of the evolution

of ANFIS controllers with optimization algorithms such as GA and PSO. A quad-copter

is used here for the control application. We have also used the traditional PID con-

troller to initially tune all other algorithms and then individually optimize the rest.

The experiments were conducted as simulations. Two simulations as, altitude test and

way-point follower, were used to obtain the response in X,Y and Z axis navigation. As

shown in the results section in this paper, the PSO-ANFIS algorithm outperforms all

the other control algorithms. Both simulations show that the PSO-ANFIS is better in

quad-copter applications because it has lesser overshoot and stabilizes faster than the

other algorithms used here. As for the future objective, the implementation in real-time

and performance analysis can be indicated.
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Chapter 10

Effective attempt to recognize

hand gestures using gradient

boosting algorithms.

This work is presented at International Symposium on Information and Communication

Technology (ISoICT 2022) [1].

10.1 Introduction

Humans’ need for and degree of demand for services grows every day. Hand gestures

and human body language both contribute significantly to face-to-face communication.

Most explanations in communication use hand gestures, and studying them can provide

us with some understanding of how we communicate. Hand gestures are crucial when

communication between a hearing person and a deaf person is established [2]. How-

ever, as mentioned in [3, 4], existing automation in this field does not prioritize using

hand gestures in routine operations. These hand gestures can help operate household

appliances [5]. We are headed for a day when hand gestures will be able to handle

everything. The user is now given the complexity of the numerous computer programs

and user interfaces’ functions due to the rapid advancement of technology in this field.

Image processing is currently employed to simplify and make this system easier to grasp.

It is necessary to enter hand gesture images into the system and conduct further analysis

to determine their meaning [6].

196
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Several cutting-edge algorithms, like Histogram of Oriented Gradients (HOG), CNN,

and Bagging, may be used to ensure good outcomes. For classification, algorithms

like k-Nearest Neighbours (KNN), logistic regression, Support Vector Classifier (SVC),

Naive Bayes, and stochastic gradient descent are also available. Recent works on ma-

chine learning are available in several gradient boosting methods, such as XGBoost,

CatBoost, and LightGBM, which perform far better than the black box algorithms in

some applications. Compared with the CNN methods, gradient boosting methods shows

faster response and calculation speed.

Fuzzy-based algorithms are considered to provide results that can imitate human rea-

soning. Fuzzy logic shows remarkable performances in dealing with nonlinear, uncertain

variables. Therefore, fuzzy has been used in many real-time applications in recent years

to improve system performances. Therefore, this study aims to develop a novel ensemble

stacking method combining gradient boosting methods and the ANFIS algorithm.

10.2 Related Works

Numerous types of research have been conducted on hand gesture recognition in the

past. Heo et al. proposed the Binary open and close technique on a hand gesture

dataset and employed the system for game implementation [7]. In 2011, Dardas and

Georganas researched a real-time dataset of hand gesture classification. They achieved

96.23% accuracy using Support Vector Machines (SVM), K-means clustering, and Scale

Invariant Feature Transform (SIFT) features [8]. Zheng et al. proposed a method using

a Three-axis accelerometer (ACC) for classification and obtained 95.3% accuracy [9].

The classification of hand gesture studies varies depending on the sensors used in the

research experiment. Most of the researchers tend to use images, and others try to use

motion sensors. Kinect is an image sensor with a depth camera. Ren et al. and Plouffe

and Cretu employed Kinect sensors for image acquisition of hand gestures and obtained

93.2% and 92.4% accuracies, respectively [10–12].

CNN methods are well-known for classification tasks. Several approaches used CNN

methods in hand gesture classification. Zhang et al. employed CNN and Long Short-

Term Memory (LSTM) to develop a classification system and obtained 95.72% for the

Jester dataset and 95.69% accuracy for the Nvidia dataset [13]. Zhao and Wang con-

ducted a classification experiment on American Sign Language (ASL) dataset using the
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CNN algorithm [14]. Tam et al. achieved 98.2% accuracy for the Nina dataset and

real-time hand gesture dataset using CNN and a myoelectric control scheme [15].

Fuzzy logic-based methods are widely used in human-like classification tasks. There

are several attempts at the classification of hand gestures using fuzzy logic. Li et al.

proposed Spatial Fuzzy Matching (SFM) with leap motion for classification tasks and

achieved 94% to 100% accuracy for static gestures and 90% for dynamic gestures [16].

Hira et al. employed fuzzy logic as an optimization algorithm in the classification re-

search and obtained 88.46% and 87.69% accuracies for IPN hand and Jester datasets, re-

spectively [17]. A classification method is proposed by Tong et al. using Fuzzy Gaussian

mixture models (FGMMs), and the experiment results conclude that the implemented

system is effective in real-time systems.

10.3 Methodology

10.3.1 Gradient Boosting Methods

One kind of machine learning boosting is gradient boosting. It is predicated on the

hunch that the overall prediction error is minimized when prior models are coupled with

the best feasible upcoming model. Setting the desired results for this subsequent model

to reduce mistakes is essential. Each case’s goal result will vary depending on how much

altering a case’s forecast affects the total prediction error.

Because target outcomes are determined for each case based on the gradient of the error

concerning the prediction, this method is known as gradient boosting. In the space of

potential predictions for each training instance, each new model moves in a direction

that minimizes prediction error [18].

10.3.1.1 XGBoost

The XGBoost algorithm was created by Chen et al. [19]. It is an innovative and expand-

able use of gradient-boosting machines that have been shown to push the computational

capacity of boosted tree algorithms. It was created exclusively to improve the model

performance and computational efficiency.

Adding additional models as part of an ensemble approach known as ”boosting” corrects

faults created by earlier models. In the method known as gradient boosting, new models

have been generated that forecast the residuals of older models, which are then combined
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to get the final prediction. Recursively adding models continues until no discernible

progress is made. When incorporating new models, the loss is minimized using a gradient

descent approach.

By 2015, XGBoost had completed 17 of the 29 Machine Learning (ML) projects that

had been put on Kaggle. Using many CPU cores and cutting the look-up times of

individual trees made with XGBoost considerably increased speed. This approach uses

novel regularisation techniques and is built in R and Python using the SciKit-Learn [20]

package.

10.3.1.2 CatBoost

A potent machine learning approach called gradient boosting can handle challenges

with diverse features, noisy data, and complicated relationships. Yandex developers

presented CatBoost, a machine learning technique based on gradient boosting decision

trees (GBDT), in 2017. [21]. The following benefits of CatBoost over other GBDT

algorithms:

1. The algorithm does a good job of handling categorical features. Categorical char-

acteristics can be replaced with appropriate average label values using conventional

GBDT techniques.

2. Multiple category characteristics are combined in CatBoost. All categorical char-

acteristics and combinations in the current tree are combined with all categorical

features in the dataset using a greedy method by CatBoost.

3. Gradient bias may be addressed with CatBoost. In GBDT, a weak learner is

generated with each iteration, and each learner is trained using the gradient of the

previous learner. The output is the sum of all learners’ categorized results [22].

10.3.1.3 LightGBM

Microsoft’s LightGBM [23] is an open-source GBDT algorithm. The parallel voting

decision tree technique, which accelerates training, consumes less memory, and com-

bines sophisticated network connectivity to maximize parallel learning, is based on the

histogram-based algorithm [24, 25].

Divide the training data across several machines. Each iteration, decide on the local

voting decision to choose the top k characteristics and the global voting decision to
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Figure 10.1: Proposed Ensemble model structure with ANFIS and Gradient Boosting
algorithms.

receive the top 2k attributes. To identify the leaf with the most significant splitter gain,

LightGBM employs the leaf-wise approach.

10.3.2 Ensemble Model Design

The Designing of the ensemble structure is shown in Figure 10.1. As mentioned above,

the dataset consists of 26 input data points used for the initial phase of gradient boosting

training. At the initial phase, XGBoost, CatBoost, and LightGBM are used as individual

components and trained in parallel. Each of the gradient-boosting algorithms generates

outputs corresponding to the input dataset.

The number of outputs at the second stage of the ensemble model is three. Therefore,

the ANFIS model is designed with three inputs and one output, as shown in Figure

10.1. Let the inputs be X1, X2, and X3. Three memberships were generated using

bell membership functions. The calculation of bell memberships for each input can be

presented by Equation 10.1.

µAi(x) =
1

1 +

{(
x−ci
ai

)2
}bi (10.1)

Here, membership function parameters are ai, bi, and ci.
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Table 10.1: Machine learning algorithm parameters.

Algorithm Parameter Value

XGBOOST

objective reg:linear
colsample bytree 0.3

learning rate 0.01
max depth 5

Alpha 10
n estimators 10

CatBoost

Iterations 500
learning rate 0.01
eval metric MultiClass

sampling frequency PerTree
penalties coefficient 1

max leaves 64
permutation count 4

Depth 6

LightGBM

num leaves 31
objective binary

learning rate 0.01
boosting type Dart

ANFIS

Membership Function Bell
Number of MFs 3

Number of Inputs 3
Iterations 100

As in Figure 10.1, MF1,MF2, ...,MF9 are the memberships generated for the three

inputs. As described in the introduction of ANFIS, the general ANFIS calculations are

performed along the proceeding layers.

The parameters used in this study for each algorithm can be presented using Table 10.1.

All the parameters were tuned by repeating the experiments multiple times until the

best accuracy was gained.

10.4 Results and Discussion

10.4.1 Dataset

The hand gesture dataset used in this experiment is explained as follows. Five partic-

ipants performed seven distinct motions every ten times, yielding 50 samples for each

gesture across three separate datasets [26]. However, this study considered the dataset

in which the frame sequences are combined to generate a single feature file for each sam-

ple. The number of frames used in this case is 30, and motion-based normalization has
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been considered to generate the data file. This dataset is a combination of 350 samples

and seven classes: Move down, Move left, Move right, Move up, Press, Zoom in, and

Zoom out.

A gesture is made up of a series of related frames. Each gesture mentioned above is pre-

sented using either one or both hands. Zoom-in and Zoom-out classes were represented

using both hands, while other classes used single-hand movements.

The features are based on the centroid of the hand palm, the fingertip locations, and

the depth value. The inputs of the dataset can be presented as follows [26].

• Left centroid position (LC)

• Left centroid depth (LCD)

• Right fingers positions numbered clockwise (RF1, RF2, RF3, RF4, RF5)

• Frame number (FN)

• Left fingers positions numbered clockwise (LF1, LF2, LF3, LF4, LF5)

• Right centroid position (RC)

• Right centroid depth (RCD)

• Gesture number (GN)

However, there are numerous hand gesture datasets available in the scientific world.

Most of these datasets are generated purely based on the image [27–31], and some

of the datasets use electronic positioning techniques such as accelerometer, gyroscope,

and compass to extract the feature set [32–34]. Image datasets naturally require pre-

processing and substantial computational power for model training. When compared

with the image and numerical data, it is known that the numerical datasets can be

trained and utilized faster than image-based datasets. Moreover, there can be limita-

tions due to lightning conditions when images are used as the data for hand gesture

recognition. Hence, above mentioned numerical dataset that was constructed using the

locations of hands and palms is used in this study to construct the classification models.

The current study employed a 7:3 ratio of data samples for training the model and

testing, respectively.

The experiment results were analyzed using two different methods such as confusion

matrix-based and K-Fold cross-validation.
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Table 10.2: Classification Report for XGBoost, CatBoost, LightGBM, and Proposed
ensemble algorithms.

Precision Recall F1-Score
XGBoost CatBoost LightGBM Proposed XGBoost CatBoost LightGBM Proposed XGBoost CatBoost LightGBM Proposed

MoveDown 1.00 1.00 1.00 1.00 1.00 0.83 1.00 1.00 1.00 0.91 1.00 1.00
MoveLeft 1.00 0.80 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.89 1.00 1.00

MoveRight 1.00 1.00 0.36 1.00 1.00 1.00 1.00 0.80 1.00 1.00 0.53 0.89
MoveUp 1.00 0.85 1.00 0.92 0.78 0.92 0.58 1.00 0.88 0.88 0.74 0.96

Press 1.00 0.93 1.00 1.00 1.00 1.00 0.62 1.00 1.00 0.96 0.76 1.00
ZoomIn 0.57 0.89 1.00 1.00 1.00 1.00 1.00 1.00 0.73 0.94 1.00 1.00

ZoomOut 1.00 1.00 0.85 1.00 0.67 0.75 0.92 1.00 0.80 0.86 0.88 1.00

Accuracy 0.91 0.91 0.84 0.99
MicroAVG 0.94 0.92 0.89 0.99 0.92 0.93 0.87 0.97 0.91 0.92 0.84 0.98

WeightedAVG 0.95 0.92 0.93 0.99 0.91 0.91 0.84 0.99 0.92 0.91 0.86 0.99

10.4.2 K-Fold Cross Validation analysis
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Figure 10.2: 10-Fold Cross-Validation of the Accuracy of the Classifications.

The K-Fold cross-validation was done on each algorithm and checked the reliability.

As shown in Figure 10.2, the proposed algorithm showed the best accuracies closer to

100% at all folds. During folds 5 and 10, the testing accuracy reached 100%, while
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(a) (b)

(c) (d)

Figure 10.3: Confusion Matrix-based presentation of results: (a) XGBoost; (b) Cat-
Boost; (c) LightGBM; (d) Proposed Algorithm.

in other instances, the accuracy remained more than 95%. Compared with the other

algorithms, LightGBM shows varying accuracy during the 10-fold. The best accuracy of

the LightGBM has reached the ninth fold, and it is 100%. However, in some instances,

the accuracy drops to less than 80%. CatBoost and XGBoost algorithms performed

better than LightGBM, as presented in the figure. The accuracies of the algorithms

were kept at more than 85%. Moreover, according to the results, the CatBoost algorithm

shows better results in 10-fold cross-validation than the XGBoost or LightGBM. Overall,

the proposed algorithm outperformed the other three algorithms in accuracy comparison.

The average accuracy for XGBoost, CatBoost, LightGBM, and the proposed algorithm

were 91.60%, 93.57%, 87.16%, and 98.9%, respectively.

10.4.3 Confusion Matrix-based analysis

As shown in Figure 10.3, the confusion matrix of each algorithm alone and the ensem-

ble model can be presented. XGBoost, CatBoost, LightGBM, and proposed algorithm

result matrixes are shown in Figure 10.3a, 10.3b, 10.3c, and 10.3d respectively. The re-

sults show that the proposed algorithm classification outperforms other algorithms used

in this study. It can be seen that the proposed algorithm has done one miss classifica-

tion at Move right with Move up while the other confusion matrixes show more miss
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classifications.

Table 10.2 shows the precision, recall, and f1-score calculations for each algorithm con-

fusion matrixes. These parameters were calculated considering each class individually.

The supporting samples were considered the same amount for each algorithm. Here,

MicroAVG and WeightedAVG stand for micro average and weighted average.

The table shows that the best micro average precision was obtained by the proposed

algorithm having 0.99. The other algorithms have decreasing precision having 0.94,

0.92, and 0.89 for XGBoost, CatBoost, and LightGBM, respectively. When comparing

the recall performance, the proposed algorithm poses 0.97, while other algorithms have

a lesser recall. However, it can be noticed that the recall of CatBoost is higher than

XGBoost, having 0.93 and 0.92, respectively. The LightGBM scored the minor recall

with 0.87. Here, the micro average recall was considered for the comparison.

The f1-score of the proposed algorithm is 0.98, while CatBoost, XGBoost, and Light-

GBM showed lower f1-score with 0.92, 0.91, and 0.84, respectively. However, when

considering the weighted f1-score, CatBoost has a higher f1-score than XGBoost.

According to the table, the proposed algorithm’s accuracy outperforms the XGBoost,

CatBoost, and LightGBM by subsequently having 0.99, 0.91, 0.91, and 0.84. The table

shows that the accuracy of XGBoost and CatBoost have the same value (0.91).

10.4.4 Conclusion

Most people consider Sign Language the universal language due to the similarities in

the motion to express the idea. There have been numerous methods and applications

developed to recognize hand gestures in the past. However, most of these methods

use BlackBox algorithms, such as CNN-based methods. Although past studies showed

high accuracies, implementing these models in low-resource platforms is problematic.

Therefore, this study aimed to construct an efficient, accurate, and low-weight model

for hand gesture recognition using frame-based datasets. The dataset used in this study

is a combination of seven classes of hand gestures. Each dataset sample was constructed

by summing 30 frames of the gesture motion.

XGBoost, CatBoost, and LightGBM are trending gradient boosting algorithms, and

they have succeeded in showing outstanding performances in classification with low

model weight. Moreover, these algorithms are high-speed compared to the CNN-based

methods, do not require GPU, and can be trained using only CPU processing. Hence,
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this study considered three gradient boosting methods along with the ANFIS algorithm

to develop an ensemble boosting algorithm. ANFIS is a fuzzy logic-based algorithm that

can imitate human thinking due to the membership function involvements. However,

due to the computational complexity, ANFIS limits use more inputs to train a model.

Therefore, the current study used gradient-boosting methods for the initial step of the

ensemble model and then used the ANFIS to boost the accuracies.

The results of this study show promising performance for the proposed ensemble model

with higher accuracies than XGBoost, CatBoost, and LigthGBM. The results were

compared using 10-fold cross-validation to verify the performance. The 10-fold cross-

validation guarantees that the proposed algorithm outperformed other algorithms having

high accuracy and effectiveness. As for the future perspective, there are several path-

ways. The dataset used in the paper is small compared with other datasets for hand

gesture recognition such as IPN[35], EgoGesture [28]. Therefore, the robustness of the

proposed method can be further evaluated. Moreover, this method can be used to de-

velop real-time hand gesture recognition and implemented in a hardware-level platform

such as Field-programmable Gate Array (FPGA) for faster response.
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Appendix A

Supplementary information for

Chapter 6

Table A.1: Descriptive Analysis of the Monobe River dataset

Data Points Mean STD 25% 50% 75% Max

Agriculture, forestry and fishery
experience training center

3058 112.61 346.65 0 0 60 5180

Kahokucho Birafu 3058 117.62 370.42 0 0 57.5 5480
Kahokucho Nishigawa 3058 85.65 253.99 0 0 30 3590
Monobecho Yasumaru 3058 92.97 275.69 0 0 40 3520
Kahokucho Seizume 3058 91.5 267.03 0 0 40 3680
Monobecho Odochi 3058 92.41 272.67 0 0 40 3780
Kahokucho Birafu 3058 86.34 247.63 0 0 40 3140
Monobe 3058 64.92 179.5 0 0 25 1955
Water Level 3058 64.21 21.15 51 61 74 263
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Table A.2: Descriptive Analysis of the Niyodo River dataset

Data Points Mean STD 25% 50% 75% Max

Kochi Prefecture Middle-West
Civil Engineering Office

3139 82.01 245.05 0 0 30 4160

1931 Harunoch Saibata 3139 69.99 200.03 0 0 30 4130
2228 Ochik 3139 88.23 271.48 0 0 40 4440
77 Nakagumi 3139 88.98 272.8 0 0 40 5170
2036 Tokoroyama 3139 84.21 257.81 0 0 40 4800
617 Kaminanokawa 3139 97.3 289.03 0 0 60 4290
Kamikuroiwa 3139 61.07 177.8 0 0 40 2850
Kurofujigawa 3139 75.26 247.13 0 0 40 3920
4453-2 Hinoura 3139 76.86 217.12 0 0 60 3220
Nakatsu Hanamomo no Sato 3139 79.49 259.85 0 0 40 3970
3815 Takase 3139 83.72 281.43 0 0 40 5040
Osaki 3139 83.95 274.44 0 0 40 3950
Sakawa Municipal Kohoku
Hospital

3139 87.27 264.51 0 0 40 4915

1076 hue 3139 76.55 300.01 0 0 10 5455
Water Level 3139 199.69 82.85 173 181 199 999

Table A.3: Descriptive Analysis of the Thu Bon River dataset

Data Points Mean STD 25% 50% 75% Max
Phuoc Son 778 12.57 32.30 0 0 9 320
Thanh My 778 9.05 50.08 0 0 2 1189
Hoi Khach 778 8.87 32.00 0 0 3 473
Ai Nghia 778 10.12 34.78 0 0 3 500
Tra My 778 16.95 45.62 0 0 9 408
Tien Phuoc 778 13.34 38.69 0 0 7 412
Hiep Duc 778 11.04 32.34 0 0 4.75 293
Nong Son 778 11.76 36.37 0 0 5 428
Hoi An 778 10.45 35.45 0 0 4 473
Water Level 778 66.28 52.95 36 52.5 78 552

Table A.4: Descriptive Analysis of the Kelani River dataset

Data Points Mean STD 25% 50% 75% Max

Kitulgala 5201 11.89 22.26 0 1.9 14.6 336.4
Holombuwa 5201 8.01 17.58 0 0.3 7.7 248.4
Deraniyagala 5201 11.55 22.33 0 1.6 14 355.6
Hanwella 5201 8.26 17.54 0 0 8.2 289.6
Colombo 5201 6.60 17.14 0 0 5.1045 440.2
Rathmalana 5201 6.90 17.16 0 0.2 5.8 382.8
Water Level 5201 1.34 0.52 1.06 1.24 1.47 7.44
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Table A.5: Descriptive Analysis of the Kalu River dataset

Data Points Mean STD 25% 50% 75% Max

Alupolla 5843 12.02 20.09 0 2.7 16.2 186.2
Balangoda PO 5843 6.02 13.00 0 0 6 150
Galathura 5843 10.28 17.76 0 2 14 297
Halwathura 5843 11.55 20.42 0 0 16 257
Ratnapura 5843 10.04 18.33 0 1.6 12.8 345.2
Horana 5843 8.05 16.53 0 0 10 210.3
Agalawatta 5843 11.44 22.06 0 2.1 13.4 443.8
Water Level 5843 118.70 111.97 62.71 79.53 124.22 1355.63

(a) Bias (b) NSE

(c) RMSE (d) KGE

Figure A.1: Evaluation parameters results of Monobe River(a) Bias, (b) Nash-Sutcliffe
efficiency (NSE), (c) Root Mean Square Error (RMSE), (d) Kling- Gupta Efficiency

(KGE).
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(a) Bias (b) NSE

(c) RMSE (d) KGE

Figure A.2: Evaluation parameters results of Niyodo River; (a) Bias, (b) Nash-
Sutcliffe efficiency (NSE), (c) Root Mean Square Error (RMSE), (d) Kling- Gupta

Efficiency (KGE).
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(a) Bias (b) NSE

(c) RMSE (d) KGE

Figure A.3: Evaluation parameters results of Thu Bon River; (a) Bias, (b) Nash-
Sutcliffe efficiency (NSE), (c) Root Mean Square Error (RMSE), (d) Kling- Gupta

Efficiency (KGE).
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(a) Bias (b) NSE

(c) RMSE (d) KGE

Figure A.4: Evaluation parameters results of Kelani River(a) Bias, (b) Nash-Sutcliffe
efficiency (NSE), (c) Root Mean Square Error (RMSE), (d) Kling- Gupta Efficiency

(KGE).
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(a) Bias (b) NSE

(c) RMSE (d) KGE

Figure A.5: Evaluation parameters results of Kalu River(a) Bias, (b) Nash-Sutcliffe
efficiency (NSE), (c) Root Mean Square Error (RMSE), (d) Kling- Gupta Efficiency

(KGE).
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