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Abstract

Due to the powerful, efficient and convenient inprdperties, touch-based gestures have been
widely employed to support a variety of interactteasks. Touch-based gestures include pen gesture
and finger gesture, which are movement trajectarid¢lse contact point of the user’s pen or finger o
the touch sensitive surface. By means of touchebgsstures, users can select small targets, acquire
remote targets, select menus, and entry text. Tdreregesture-based interactions have been atteacti
widespread research interest in topics such as Imfmtethe prediction of gesture production time,
algorithms for gesture recognition, and feedbacldfawing gestures.

This thesis pays attention to two important issalesut touch-based gesture interaction. One is
regarding how to design gestures for touch-basttaction, with regard to different input forms
(pen vs. finger), users of different ages (old@rsivs. younger users), and different entry sizbs.
other is about gesture-based tasks, which con¢estom how to employ touch-based gestures in
interactive activities.

For gesture-oriented design, three studies werelumied to improve touch-based gesture
design. First, a study was conducted to quantiéydifferences and similarities between finger and
pen gestures. The work proposed a methodology viesiigate and quantify the performance of
finger and pen gestures, and provided a solid fatiod to apply principles, methods and findings
from pen-based gesture design to finger-based rgedasign. Second, a user-defined gesture study
was conducted to compare user-defined gesturesbetyounger people and older people in the
context of pen input and finger input. The studyed to understand the preferred gestures of both
younger and older adults in the context of pentirgnd finger input. Third, as gesture entry size is
an important factor for determining users’ perfontg of gesture input, this thesis quantitatively
investigated optimal finger-based entry size inctebased mobile phones for two commonly used
Chinese handwriting input styles: two-handed ewtith the non-dominant hand holding the device
and the index finger of the dominant hand enteghgracters; and one-handed entry with the

dominant hand holding the device and the thumbetiominant hand being used for character entry.



The experimental results and methodology can belmmg in user interface design for
gesture-based interaction in touch-based mobilegho

To better understand the issue of gesture-basks, t#ss thesis examined gesture performance
in a document scrolling task in touch-based mattilenes and investigated the use of touch gestures
to better support multi-user collaborative taskslange tabletops as well. In the first study, this
thesis quantitatively analyzed the performancewad scrolling techniques (flick and ring) for
document navigation in touch-based mobile phonemégns of three input methods (index finger,
pen and thumb) in the context of sitting and waljkpostures. The work offered several insights for
scrolling technique design for document navigatiotouch-based mobile phones. The second study
proposed Window Avatar, a window-based techniquélhviallows the user to create a personal
territory by means of hand shape gestures in rach tabletop displays. Based on Window Avatar,
this thesis presented a set of interaction teclesiqising shape gestures in combination with direct
manipulations, so as to enhance user interactianasmpulation and collaboration.

In summary, this dissertation contributes to theddfiof gesture-based interaction in view of
gesture-oriented design and gesture-based tasks. cbhclusions drawn in this thesis and
methodologies proposed in this thesis will be bierafto future studies which aim to better explore

touch-based gesture interactions, and to improxeléisign of touch-based gesture interactions.

Keywords
Touch-based interaction, gesture-based interactiem gesture, finger gesture, entry size,

gesture-based task, gesture performance
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Chapter 1 General Introduction

1.1 Research Background

(a) (b) (c)
Figure 1. 1 Touch-based gesture interactions. l{el gesture. (b) Zoom gesture. (c) Tap gesture.

Source: Google image. Jter

Interaction (HCI) field. Ul is responsible for thgpace where interaction between users and
computers occurs. The goal of interaction betwdenuser and the computer at Ul is effective
operation and control of the computer, and feedfamk the computer which aids the user in
making operational decisions. In general, theretlaree generations in the development of user
interface techniques: command line interface (Citaphical user interface (GUI) and natural user
interface (NUI) [70]. The popularity of Mac OS X,idosoft Windows, and the X Window System
has made GUI the most widely used interface inipulie today. GUI allows the user to interact
with the computer using metaphors (e.g., pictunessymbols), rather than having to memorize many
complicated commands and to type them preciselyithisa command-line interface such as DOS.
However, many drawbacks of GUI still seriously lirasers’ manipulation on computer. Users have
to make frequent menu selections, button operatiodscommands input by means of the keyboard
and the mouse, which will always result in a dise@peration procedure. Even though a task can be
implemented in a single-pass, current software yvimeaks the implementation into a sequence of
steps. NUI, as the next generation user interfaae,generated considerable recent research interest
NUI refers to a user interface which is (1) effeely invisible, or becomes invisible with successiv
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1.1 Research Background

learned interactions, to its users, and (2) is dbase nature or natural elements (i.e. physics, also
known as Natural Philosophy) [70].

As a powerful, efficient and convenient input stygestures are one desirable feature of NUI. “A
gesture is a motion of the body that contains mfgion.” [51] Gestures in HCI can be classified
into two categories: two-dimensional gestumsface gestured105] (see Figure 1. 1) and
three-dimensional gesturamtion gesturef81]. For surface gestures, users can draw gesture¢he
touch screen in two dimensions. For example, fgekture, which requires the user to contact the
digitizer in a quick flicking motion, and zoom ges#, which is used to enlarge or reduce a object by
bringing fingers in the opposite direction or closegether. Motion gestures can enable users to
interact with a device, in three dimensions, bydtating or rotating the device, or by moving the
hands, face or other parts of the body without inglé device.

The advantages of gesture-based interactions ardobds: (1) the user can quickly articulate
the gesture for a command or a word by recallimgnfmemory, rather than by selecting an icon
with looking much at the icon, which may be a tiomsuming process; (2) compared to tapping on
the icon, gesture input is a form of more fluid rment closer to drawing, hence introducing a
natural input style for the user. The above attébwof gestures can meet the requirements of NUI
and can contribute to the growth in popularity dJIN Therefore, gestures have been attracting
widespread interest in HCI research field.

This thesis focuses specifically on surface gestiree to the rapid growth of touch screen
devices, gestures on touch screens are an inoggasinportant interaction modality. Touch-based
gesture is a movement trajectory of the contachtpof the user’'s pen or finger on the touch
sensitive surface; finger gesture and pen gesteréna main forms of touch gesture. Gestures can
be used in a number of application scenarios focticscreens. A typical application is the use of
gestures in target selection task, which is reghiae a fundamental task in HCI. Li and Li [61]
showed how to apply gestures to select small targetuser interfaces. Gestures can also be
employed to acquire remote targets in large interaalisplays [10]. In addition, users can employ
gestures to perform command selection as an aliegrta pull-down menus in pen-based interfaces

[5], [45]. In addition to the above applicationsieonoteworthy application of gestures is text entry

2



1.2 Objectives and Research Issues

Shapewriter is such a technique, which is a nawmehfof writing that uses pen strokes on graphical
keyboards to write text, can enable users to detdrefficiently at a faster rate than previously
possible on mobile phones, handheld computers dreat mobile devices [46], [115].

As a result, in view of a wide variety of applicats with gestures, gestures have attracted
widespread research interest in topics of recagnaigorithm, feedback and models. We will review

the related work in Chapter Two.

1.2 Objectives and Research Issues

This thesis pays attention to two important questiabout touch-based gesture interaction. One
is how to design gestures for touch-based intemactvith regard to different input forms (pen vs.
finger), users of different ages (older users wsinger users), and different entry sizes. The ather
how to employ gestures in interactive activities.

For gesture design, this thesis explores threectsjie touch-based gesture interaction: input
forms, users of different ages and entry sizesR@garding input forms, this thesis examined the
performance of pen gesture and finger gesture. id®revstudies have investigated gesture
performance with regard to pen input and fingeutmespectively. As the stylus (pen) has been the
primary implement for drawing stroke gestures amctoscreens, such as that of PDAs, past stroke
gesture research has been focused on the digitahpehe drawing implement. And most stroke
gesture HCI research work published to date, ssdd]a[5], [6], [14], [26], [45], [60], [79], [11b
has been based on data collected from gesturesiqggodvith high quality inductive digital styli.
However, recent commercial product design has tthdevoid the use of the pen with a view to
user convenience and simplicity. Hence, a majorectirfocus in gesture design refers to finger
gesture design [1], [56], [61], [71], [105], as Wt the combinational use of finger and pen gestur
[28], [116]. Nevertheless, little research has gaténtion to the analysis of pen gesture and finge
gesture together, with the consideration that the kinds of gestures have some common and
distinct features. Treating finger gesture and gesture as two independent parts of touch gesture
can not deeply explore their characteristics ferdbsigner, which would hinder efficient design and

evaluation of touch gesture based interaction. geesture and finger gesture have some obvious
3



1.2 Objectives and Research Issues

differences and similarities as follows: first, pemput and finger input are all isotonic (zero or
constant resistance) and position control inpuestysecond, pen input is more precious than finger
input, but finger input is more direct than penubgHowever, it remains unclear of the deep-seated
differences and similarities between finger gesture pen gesture, e.g., in precision, size, aneroth
gesture characteristics. Understanding the sirtidariand differences plays an important role in
touch-based gesture design; finger gesture desidrpan gesture design can learn from each other.
This thesis aims to fill in the above gap of gestuesearch, with a focus on how quantitatively
similar or different finger gestures are from pesstgres, as well as on how to apply principles,
methods and findings from pen-based gesture désifinger-based gesture design. (2) In respect to
users of different ages for gesture input, it idlvikeown that perceptual, cognitive and motor
deficits result in many older adults experiencirrgager difficulties performing computer-related
tasks than younger adults [32], [34], [63]. Howemscause younger adults are the main consumer
groups of interactive devices, current gesturegiesims to meet their needs, while ignores the
needs of older people. Most gesture-based intesfpoevided few or no accessibility features for
older people, leaving the interfaces largely unlesédr that age group. Although this is a serious
problem, there has been very little work on theegtigation of gesture performance involving the
consideration of age related factors. It is mor@drtant to design appropriate gestures for older
adults than for younger adults in two reasons.tFige to the perceptual, cognitive and motor
deficits of older adults, it would take longer tirff@ them to learn how to use gestures. Hence,
appropriate gestures can allow older people tonleard use more easily. Second, compared to
younger adults, older adults are likely to feelmlerustration when meeting the failure to perform
gestures, which hinders older adults from contiguise gestures. Therefore, it is vital to undetstan
how older people prefer to use gestures, and tmmudmetter gesture-based interactions for older
people. (3) Entry sizes play an important role $ers’ performance of handwriting entry [79]. For
interactive devices, such as mobile phones, whalrela small screen, the screen area restricts the
handwriting entry area size. In order to desigrational screen layout which can display more
information and also allow users to draw gesturgk ®ase and high efficiency, it is important to

determine the optimal entry area for gesture inphere are other properties of touch-based gesture
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interaction which are impossible to explore albate.

This thesis concentrates on the above three togilse they are fundamental and their impact
on performance is important to the design of tobabed gestures. Once we establish a basic
understanding of these properties, further resemsles will be exposed and can be pursued in
future studies.

For gesture-based task, this thesis examined geparformance in a document scrolling task
in touch-based mobile phones and also designed afsgestures to better support multi-user
collaborative tasks on large tabletops. The doctmeolling task was selected for analysis because
this is a common task in HCI field [27]. Two scmog techniques, flick and ring, which are two
important scrolling gestures for document navigatiare analyzed here. Examining the advantages
and disadvantages of these two scrolling gestuoeddabe beneficial to scrolling technique design.
The other interactive task examined in the studgustes individual and collaborative tasks in
multi-touch tabletop displays. Multi-touch tablesopave been widely employed in individual and
collaborative tasks. However, they suffer from sair@wbacks such as about the orientation of the
tabletop and remote targets acquisition [10], [48F]. To improve interactions in multi-touch
tabletop displays, a set of interaction techniquese presented using shape gestures in combination
with direct manipulations, so as to enhance ustraoction on manipulation and collaboration.

These two studies aimed to better employ gestuseebimteractions in HCI tasks.

1.3 Dissertation Overview

The purpose of this dissertation is to examine pleeformance of touch-based gesture
interactions, so as to better design touch gestlitessstructure of this dissertation is shown ibléa
1. 1. As a first step, an introduction is presenteddescribe the research background and the
motivation of this dissertation (Chapter 1). Aftkie introduction, a detailed review of previous
studies about touch-based gesture interactionsesepted (Chapter 2). Then, five gesture-related
studies which aim to improve touch-based gestuerantion are introduced in five chapters in the
context of gesture-oriented design and gesturedbtask. Among these five studies, three of them

are referred to gesture-oriented design, which mélldescribed in Chapter 3, 4 and 5 respectively.
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1.3 Dissertation Overview

First, Chapter 3 introduces a study which was edrout to compare the performance of finger
stroke gesture and pen stroke gesture in termsef af gesture features. Second, a study (Chdpter
was conducted to examine the performance of peturgeand finger gesture for older people and
younger people by means of a user-defined appréaetudition, Chapter 5 shows a study regarding
the optimal entry box size for Chinese charactess dfomplex gestures) in touch-based mobile
phones. For gesture-based task, a study was caadtecexamine the performance of two scrolling
gestures with pen input and finger input (Chaplerli® addition, a study regarding gesture-based
interaction for multi-touch tabletops is presen(Ethapter 7). Each chapter begins with a research
motivation, followed by a literature review. Expegnts are then detailed with the description of
carefully designed representative tasks. Conclgsiare drawn based upon rigorous statistical
analysis of the experimental results. Through thidége studies, a number of approaches are
presented to reveal the properties of gesture-base@ctions, and also are showed on how to better
apply touch-based gesture interactions to usenfade design. After the five chapters, the
conclusions of the dissertation are presented andef directions are also discussed (Chapter 8).

Overall, the purpose of this thesis is to imprdwe performance of touch-based gesture interactions.

s D
Chapter 1:
Introduction
\ v
s I e
Chapter 2:
Related Work
\, 7
Gesture- Chapter 3: (~ Chapter4d: ) Chapter 5: |
Oriented I Gesture User-defined Gesture Entry |
Design |\ _Featwre J \ Gesture J 1\ __ Sie _J,
Gesture- I Chaplter 6: ChaTJlt-er 7: |
Based | Scrolling Gesture |
Task |  _Gesture J \__Platform J
1
Chapter 8:
Conclusion

Table 1. 1 The dissertation structure.



Chapter 2 Literature Review

This chapter reviews past studies regarding toad®d gesture interactions from two aspects:
(1) the history of touch-based gesture interacti@@scurrent research topics of touch-based gestur
interactions. In the first aspect, this thesisewd the development of gesture-based interactith, w
a specific focus on two important changes of tobaked gesture interactions in the important
paradigm shift. In the second aspect, this thegmansarizes three important research issues in
gesture-related research field: gesture recogniigorithm, motor control complexity of stroke
gestures, and feedback in gesture interfaces. €hew of previous studies demonstrates the
significances of the studies presented in thisishesd also provides several beneficial research

methodologies to this thesis.

2.1 History of Touch-based Gesture Interactions

Touch-screen gesture research has attracted migcii@t for many years in HCI research. As
early as in 1963, Sutherland [96] conducted aryqamject, Sketchpad, which is treated as one of
the beginnings of human-computer interaction researhe project aimed to use stroke gestures in
graphical human-machine communication. Newman gmoul [68] prominently featured stroke
gestures as an input mechanism and described &il dietv to implement a rudimentary stroke
gesture recognizer. Since then, surface gestures htracted wide research interests in HCI
research field [15], [73], [111]. These studieslergd the advantages of gesture-based interaction
and contributed to develop gesture-based interaatioser interface design.

It is beyond the scope of this thesis to condudetailed review of the history of touch-based
gesture interactions. Instead, we would like tohhight two important changes of gesture based
interactions in the history: (1) the shift from pgestures to finger gestures; (2) the change from
stroke gestures to multi-touch gestures. Throughdiscription of these two changes, we aim to
show the significance of the studies presentetigithesis.

As the stylus (pen) has been the primary implenfiendrawing stroke gestures on touch
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screens, such as that of PDAs, past stroke gagtsearch has been focused on the digital pen as the
drawing implement. And most stroke gesture HClaese work published to date, such as [4], [5],
[6], [14], [26], [45], [60], [79], [115] has beerabed on data collected from gestures produced with
high quality inductive digital styli. However, ratecommercial product design has tended to avoid
the use of the pen with a view to user conveniarge simplicity. Hence, a major current focus in
gesture design refers to finger gesture desigri%8], [61], [71], [105], as well as the combinatal

use of finger and pen gestures [28], [116]. Thisdkof shift raises several research questions
regarding gesture-based interactions. This thesiplg explored one of these research issues: the
differences and similarities between pen and fingestures, and discussed several research
guidelines in the context of the shift regardingtgee entry style.

Past surface gesture studies focused on strokergestwhich are usually drawn by a pen or a
finger [1], [6], [9], [14], [60], [115]. Advancesitouch screen allow users to draw touch gestures
with multi fingers or combinational input stylestiipens and fingers. Higher degree of freedom
enables the user to easily perform some gestuneh, & using zooming gesture to enlarge targets.
Using multi fingers to perform such gestures is ststent with user experiences in real world
situations. This input attribute meets the requaetrof NUI. Therefore, multi touch gestures are
becoming more and more widely used in commerciatpets. Also, the research of touch-based
gesture interactions became interested in multhagestures [11], [13], [24], [23], [37], [39], [KO
[61], [82], [98], [103]. In this thesis, we examih¢he performance of stroke gestures and multi
touch gestures respectively, which aims to imprtihee design of stroke gestures and multi touch
gestures.

The above two changes indicate that gesture-basedctions, as a natural and convenient
interaction style, are gaining popularity in inigtree device design. As we have summarized
previously, the advantages of gesture-based intenscare two folds: (1) the user can quickly
articulate the gesture for a command or a wordebglting from memory; (2) gesture input is a form
of more fluid movement closer to drawing, henceoidticing a natural input style for the user. The
above attributes of gestures can meet the requireofeNUI and can contribute to the growth in

popularity of NUI.



2.2 Research Topics Related to Touch Gesture

2.2 Research Topics Related to Touch Gestures

This thesis conducted a detailed literature revwtouch-based gesture in current HCI
research and sorted them into three major topiestuge recognition algorithm, motor control
complexity of stroke gestures, and feedback inugesinterfaces. Through reviewing these three
fundamental aspects of gesture research in HCH,figle aim to provide some valuable

methodologies and guidelines for the studies desdrin the thesis.

2.2.1 Gesture Recognition Algorithm

A major research interest in gesture interfacehis design and development of gesture
recognition algorithms. Single stroke gesture re@mn was a critical part of early handwriting
recognition systems. The current practices metloddgsture recognition can be classified into two
categories. One is training-based methods andtkies s template matching methods.

Training-based methods include Hidden Markov Mod@giMMs) [3], [12], [90], neural
networks [75], feature-based statistical classfigr7], [80], dynamic programming [66], [97] and
ad-hoc heuristic recognizers [17], [69], [110]. $aeapproaches represent a stroke gesture as an
n-dimensional vector and use a training set tatmartthe n-dimensional space into multiple gesture
classes. Among these approaches, one noteworthrpagbpis the recognizer proposed by Rubine
[80], which encodes a gesture as a vector of 1Bifesand uses a covariance matrix to partitiog thi
13-dimensional space. This recognizer has been insetny gesture research projects [30], [54],
[59], [67].

As a simple and easy to implement approach, temphatching based recognizer has attracted
much research attention and has been widely emgloyenany gesture-related studies [5], [45],
[57], [108], [115]. For gesture recognition, tentpkbased methods compute the distance between
usefts gesture input and a list of gesture templatesr aftating, scaling and translating. This thesis
used proportional shape distance as a featureeifirgt study and examined the performance of pen

and finger gesture in terms of the feature.



2.2 Research Topics Related to Touch Gesture

2.2.2 Motor Control Complexity of Stroke Gestures

Some studies paid attention to the research ontitptare models of human performance in
producing gestures that can characterize the efiigi of a given gesture or a gesture set. Such
models may be useful in the design and evaluatioexesting or future gesture interfaces by
quantitatively predicting their efficiency beforenning extensive user studies. This thesis reviews
three noteworthy studies as follows.

Isokoski [36] proposed a model for stroke gestuhed used the number of approximating
straight line segments in a gesture as a prediaftoomplexity correlating to production time. The
underlying assumption is that drawing a straig¢ lsegment takes constant time, regardless of the
length of the segment. The moddiest correlation result wag 0.85 on Unistroke characters [25],
and it achieved Rbetween 0.5 and 0.8 for other gesture sets. Hawitie difficult to accurately
define the number of straight line segments neéal@gproximate a curved gesture. Furthermore, it
does not provide an estimation of the magnitudb@factual production time.

Viviani and colleagues [101], [102] investigatedrian handwriting and drawing behavior in
terms of instant movement velocity as a functioswiature, and proposed a power-formed model.

V = KR’ (2.1)

, where V is the instant (tangential) velocity obvement; R is the radius of curvature C
(R=1/C), and K ang@ are constants of the model.

CLC model, proposed by Cao and Zhai [14], is a ttaive human performance model of
making single-stroke pen gestures within certanoreconstraints in terms of production time. In
CLC model, a stroke gesture is decomposed intcetlfasses of gesture elements: curves, line
segments and corners. The total production tima gésture is computed as the sum of all time

durations of producing all gesture segments:
T=) T(iine)+Y_ T(coner)d_ T(curve (2.2)

Results showed that high correlation with empiridata from a variety of gesture sets were

achieved, with greater than 0.8\Rlue in all cases. Thus, CLC model can servefasrdation for
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2.2 Research Topics Related to Touch Gesture

the design and evaluation of existing and futurstye-based user interfaces at the basic motor
control efficiency level. In the first study of thihesis, CLC model was used to predict gesture
production time, so as to determine gesture cortpl@dth other considerations of gesture length

and gesture appearance.

2.2.3 Feedback in Gesture Interfaces

Feedback plays an important role in the performarfi¢¢Cl techniques. Targeted this point, the
importance of feedback in gesture based interatiianbeen deeply explored. Andersen and Zhai [4]
investigated the use of auditory feedback in pesitge interfaces. They found that it was diffidolt
enhance the performance of gaining performancdesarding advantage through auditory feedback
but a few simple functions such as indicating tka-gesture recognition results can be achieved.
Visual feedback can serve as an effective methodefarning gesture-based command sets [6].
EdgeWrite [107] is an example of exploiting hag@tgsistance in gesture production. It is a textyentr
method for handheld devices designed to providéilgya of motion for people with motor
impairments.

In summary, the review shows that touch-based gestderactions are being promoted with
the development of user interface. And this intioacstyle is gaining popularity in Natural User
Interface (NUI). The review also shows some usefiethodologies and findings for the studies

described in the thesis.
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Chapter 3 A Comparative Evaluation of

Finger and Pen Stroke Gestures

3.1 Introduction

Due to the rapid growth of touch screen devicemkst gestures on touch screens are an
increasingly important interaction modality. Untédcently, the stylus (pen) has been the primary
implement for drawing stroke gestures on touchesseHowever, today's preferred implement for
tapping and gesturing on touch screens is the ffiogéngers.

Past stroke gesture research has been focusede affigital pen as the drawing implement.
Most stroke gesture HCI research work publishedbte, such as [5], [6], [46], [49], [50], [60], [aP
has been based on data collected from gesturesgaddvith high quality inductive digital styli. It
is questionable whether and how well these resafiply to finger drawn gestures. Our
investigations looked at the differences and sitiés between finger and pen stroke gestures both
of which have been neglected in the literature r@liea clear need to identify and characterizeghe
differences where they are present. For examplee iknow finger gestures are particularly poor at
producing certain types of features, then futusseeaech and product design should exploit such
knowledge and avoid relying on these featureséir ttecognition algorithm and gesture set design.
Understanding the quantitative difference betwdagef strokes and pen strokes can provide a
foundation for differential designs of pen and fingnterface or combinational designs of pen and
finger input in the same interface [28].

To our knowledge little has been done in the HGeagch community to address these pressing
questions. We see gesture interfaces such as géstyinoards but they were initially designed with
the pen in mind [115] and have been increasingipgformed to finger use [116]. However, the
costs and benefits of this unevaluated adaptiotckvére not known beyond anecdotal subjective
impressions. A scientific approach, such as thepsasented in this study, has been pending for too

long.
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We set out to perform the first systematic compagainvestigation between pen vs. finger
gestures. We asked participants to draw a setakesgestures with a finger and a pen respectively
as shown in Table 3. 1. We then processed and zathlhe drawn gestures according to a set of
measures and features that are either most basie & stroke articulation time) or that are likiely
differentiate finger gestures from pen gesturesisas the precision of corner production). We then
drew a set of conclusions that characterize thferdifices and similarities between finger vs. pen

gestures.

3.2 Related Work

There is a large body of HCI research on gestuesfaces, e.g. [10], [64], [105] for finger
gesture and [5], [6], [46], [50], [60], [108] foep gesture. It is unnecessary and beyond the sxfope
this study to review that literature here. Instead, only highlight a few lines of work that bear

direct relevance to the questions we addressethantethods we used in addressing them.

3.2.1 Human Motor Control Theory

Historically, the study on how humans control thrawtor behavior has centered on the debate
between the centrists and the peripheralists amuotgr control theorists [85]. The centrists tended
to view motor control behavior as an inside-outcess, driven by “motor programs” from human
internal representations. In contrast, periphdsalisnded to emphasize motor control behavior as
regulated by outside-in feedback from the enviromim®o our current questions regarding finger vs.
pen gesture differences, a centralist would sugipestthere is little difference between finger and
pen gestures since their production are both drivem internal representations, as is indeed
proposed in the effector independence theory [Xaicerning writing. A peripheralist however
would argue that the different feel and interactiath the touch screen surface afforded by the pen

vs. the bare finger would impact how a gesturedsipced.
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3.2 Related Work

3.2.2 Gesture Models

The complexity of a stroke gesture may have an ainpa the difference between finger and
pen gestures. Conceivably fingers are good (encatghjoducing simple gestures. How to measure
and characterize gesture complexity is a reseaqgis.tSimple measures such as the length or the
number of line segments [36] in a stroke gesturg seave as complexity indicators. A more formal
model, the CLC model [14] that computes a gestpmduction time based on sub models of curve,
line, and corner production, is a more rigorousrati@rization of gesture complexity. We used the

CLC model as a verification method in the desigowfexperiment.

3.2.3 Gesture Measurements and Features

Blagojevic et al. [8] categorized a feature librarfyink gestures and used this library with
attribute selection algorithms to choose good featdor gesture recognition. Their work revealed
that feature selection can significantly improvecognition rates, which demonstrated the
importance of selecting good features for gestemgnition. However, their study did not pay
attention to either finger stroke gestures or thier@nce and similarities between finger and pen
gestures. Our study investigates the differencessanilarities between finger and pen gestures, so
as to find “finger friendly” features for finger gieire design and recognition.

Gesture recognition algorithms inevitably use a dfeteatures to classify user input. These
features can all be potentially used as measuréagdr and pen gesture difference. For example,
Andersen and Zhai [4] developed a set of measarekaracterize gesture difference. SHARISed
proportional shape distanc®3D as a key feature in classifying the user's inputa gesture
keyboard [46]. ThéSDfeature was more generally studied in Wobbroc.€tL08] showing that it
produces comparable or stronger results than tiiekm@vn Rubine recognizer [80] that combines a
set of features through data training. Long e{G0)] used a set of features mostly taken from the
Rubine recognizer.

Five features, namely proportional shape distaimadicative angle difference, time, speed,

distance between the first and last points, froerdbove cited papers [4], [46], [60], [80], [108]
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3.3 Gesture Used in the Experiment

appeared to be most relevant to the research gosstie wanted to address here.

3.3 Gesture Used in the Experiment

In order to identify differences between finger quath gestures, we designed and selected a set
of gesture prototypes. Our goal was to have a sgesliure set that covers a wide range of gestures

across different categories.

3.3.1 Gesture Categories

Complexity Prototype Gestures

Simple /

Gl G2 G3 G4

Mo N / 1

G5 Go6 G8
!-
Complex !5‘*
/) —)

G9 G10 Gl11 G12

Table 3. 1Prototype gesture categories. The green dot signifie starting point of a gesture,

the arrow denotes the end point and the directiangesture.

Twelve gestures were used in our experiment. Tretotypes are shown in Table 3. 1. Five of
them were selected from previous studies (G1 [4,[8)], G3 [4], G4 [5], [6], G10 [115]). Four
were designed based on previous studies (G5 [8]4§ [5]}, G7 [4], G12 [60]). G8, G9 and G11
were newly designed for this study.

Based on visual appearance in terms of the numbeoraers, curves and line segments, the

gestures were divided into three groups accordirtbdir levels of complexity, i.e., Simple, Medium
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3.3 Gesture Used in the Experiment

and Complex as shown in Table 3. 1. These claasiits were also supported by simple complexity
measures such as length and by their predicteduptiod time. The length of a prototype gesture
with the bounding box 3.0 x 3.0 cm was the sumhef distance between adjacent points in the
prototype gesture's trajectory. The predicted petido time for a prototype gesture with the

bounding box 3.0 x 3.0 cm was calculated by the Qhqilel [14]. For example, the length and

expected time for G1 are 9.7 cm and 1006 ms respggtwhile for G12, the length and expected

time are 22.67 cm and 2829 ms respectively.

These gestures also vary in characteristics. Gest@1, G2, G5, G6, G9 and G10 were
composed of corners and straight lines, and Gest@f; G4, G7, G8, G11 and G12 were mainly
composed of corners and curves. Gestures G1, GI3G559 and G11 are closed gestures because
their prototypes start and end in the same posifidve rest of the gestures in the set are open
gestures.

Gestures G2, G4, G6, G8, G10 and G12 contain sdBomns, and the other gestures do not.
The number of interaction points generally increasih gesture complexity. Gestures G2 and G4
have one interaction point each, G6 and G8 havaeriteoaction points each, G10 has four, and G12
has seven interaction points. Gestures G1, G3E354G7, G9 and G11 are symmetrical about the Y

axis. The others are asymmetrical.

3.3.2 Target Gesture Size

Intuitively, stroke gestures can be more easilydpoed in smaller sizes with the pen than with
the finger. This led us to repeat the same setkesfuges in three different target sizes and ask the
participants to reproduce them accordingly. Thgdamgesture size of a prototype gesture was
defined as the area in émf the target gesture's bounding box. From pastaieh we know that pen
gestures can be produced in rather small sizes.

According to Ren and Zhou [79], the bounding b@esi.5 x 1.5 cm in length was set up as a
baseline in our experiment, which should be ratovenfortable for pen gesturing and we suspected
that it would be more challenging for finger gestgr To evaluate the gesture size factor, we a$o0 s

up the medium (3.0 x 3.0 cm) and large target gestizes (4.5 x 4.5 cm) respectively. We expected
16



3.4 Experiment

these two sizes would be less challenging for firngsturing.
3.4 Experiment

3.4.1 Participants

Fifteen volunteers, twelve males and three femdiles) 20 to 30 years of age, participated in
the experiment. All participants were right-hand&en of them had prior experience using stylus,
and also with finger operation. Three of them hadrpexperience with finger operation only on
touch screen devices. The other two participants i@ prior experience operating digital screens

with either stylus or finger.

3.4.2 Apparatus

The study was conducted on a HP touchsmart tx2ttaioimputer. The screen size was 12.1
inches and its resolution was 1280 x 800 pixelscwimeans the pixel pitch was 0.204 mm. The
most important reason we chose this computer agxperimental apparatus was that it has two
touch sensing mechanisms (one capacitive and ber otductive), hence supporting both pen and
finger gestures [33]. This ensured that we measfingér and pen gestures under the same set of
conditions and form factors. During the experimitiet computer was folded in tablet mode and laid

on the table with the screen facing upward.

3.4.3 Task and Procedure

Figure 3. 1 The display for gesture input.
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The goal of the experimental task design was talsite how people draw gestures from their
memory instead of copying or tracing a template.

Similar to the experimental design of [4], parteuis were asked to draw the gesture from
memory as accurately as possible at a normal grijpeed, using the pen and index finger of the
dominant hand, after being shown the target gestseshown in Figure 3. 1, the experiment
window was divided into a display area and a gesfoput area. In each test trial, a gesture
prototype was displayed in the left window for $é&conds, with a dot and an arrowhead indicating
the starting point and ending point respectivelgamwhile the right window was hidden by blue
color (see Figure 3. 1 left).

After 1.5 seconds, the gesture prototype disapggeateng with the blue color in the gesturing
area, prompting the participant to draw the sanstuge in the right window (see Figure 3. 1 right).
Pilot studies indicated that after a training peyidhis time period is long enough to allow
participants to remember both the size and ovshalpe of the target gesture.

The experiment consisted of a training phase aneikparimental phase. In the training phase,
participants were first taught how to perform thixpeximental task. Then they were asked to draw
the twelve gestures in three sizes using the pdrfinger respectively as practice. In this training
phase, the gesture prototype remained in the lefdlow till the entire trial was completed. In the
test phase of this within-subject experiment, gzantticipant completed four blocks of all gestures i
three sizes in two drawing implement conditionsa pe. finger. Within each block, the order of the
twelve gestures in three different sizes was rarzken In summary, the experiment data collection
consisted of:

15 subjects x

2 implements x

4 blocks x

12 gestures x

3 target gesture sizes x

= 4320 drawing trials

At the end of the experiment, a questionnaire wimsiristrated to gather subjective opinions.
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3.5 Feature Selection

Participants were asked to ragien inputandfinger inputon 7-point Likert Scales regardisgeed,
accuracyandhand fatigug7 for highest preference, and 1 for lowest peziee).
We defined a set of dependent variables, includingg, accuracy and shape similarities
between user drawn gestures and the prototypesaserof comprehension and brevity, we deferred
the formal definition of each dependent variabléhionext section and placed it immediately before

the corresponding experimental results.

3.5 Feature Selection

As described in the section “Related Work”, a Ibstwoke features have been studied. For the
purpose of our study, we chose five features frioenliterature and designed four new features (see
Table 3. 2). We suspected that all these featurg maveal differences between finger and pen
gestures. With features F1 and F2, the pen oritigerf used as the drawing implement may lead to
different performance due to either friction or gty differences. In addition, because the ppn ti
is sharper and allows more precision than the fiigethe finger may result in different
performance with respect to F3, F4, F5, F6, F7am® F9.

Inspired by the feature classification method iB][&ach feature was classified manually along
two dimensions: algebraical property feature arahggric shape feature (see Table 3. 2). As a basic
measure, the algebraical property feature represkatbasic features of a gesture, including stroke
time, movement speed and size ratio. The geonstigpe feature consists of the local shape feature

and the global shape geometry feature. It focusesltat a gesture looks like.
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3.6 Results and Analysis3.7 Discussion

Feature Measures Features

Categories

Algebraical Basic F1. Time Performance
Property Measure F2. Average Speed
Feature F3. Size Ratio

F4. Aperture between the Start Point and
the End Point of Closed Gestures
Local Shape F5. Indicative Angle Difference between

Measure Drawn Gesture and Target Gesture
Geometric F6. Corner Shape Distance
Shape Global F7. Axial Symmetry
Feature Shape F8. Proportional Shape Distance
Measure F9. Intersecting Points Deviation

Table 3. 2 Feature categories.

We also conducted a pilot study to find differenbesveen finger gestures and pen gestures by
means of a set of commonly used gestures.

We chose seven gestures fraddmaffiti, which is a single-stroke shorthand handwriting se
widely employed in PDAs. The seven gestures deth@echaracter “a”, “b”, “c”, “e”, “d”, “j” and
“%" respectively. In addition, we selected a squgesture and a five-pointed star gesture.

Six participants took part in the pilot study. Teeperiment procedure was similar to that
introduced in the section “Task and Procedure”.

The experimental data were assessed in terms @3lieatures for single stroke gestures used
in [8]. We found that the features with differendesween finger and pen gestures mainly referred
to movement speed, size and curvature, which traddy been included in Table 3. 2. Hence, it can
be regarded that this feature set shown in Talec&in demonstrate the main differences between

finger gestures and pen gestures.

3.6 Results and Analysis

In this section, we discuss the experimental resultterms of the gesture features listed in
Table 3. 2. Recall that each participant perforrfead blocks of trials in the experiment, we first

checked the learning effect on stroke articulatiore over the four blocks of trials to see if tretal
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we collected had reached a level of stability. Agdsults, the participants' performance began to
stabilize in the second block of trials for fing#rokes and in the third block of trials for perokes.
Therefore, data in the third and fourth blocks wegpplied to the rest of our analysis for pen stspke
and data in the second, third and fourth blocksevamplied to the rest of our analysis for finger

strokes.

3.6.1 Basic Measures

Time Performance

4.5 - 45
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Figure 3. 2Stroke articulation time for each implement in eiifint (a) complexities a

(b) target gesture sizes. Error bars representéh@fidence interval.

Stroke articulation time was defined as the durafiom the moment the pen or finger touched
the screen to the moment the pen or the fingerlifted from the screen. This is a basic measure of
stroke performance. Conceivably, there could béfarence in this measure between the pen and
the finger as the drawing implement due to eithetibn or dexterity differences. However, repeated
measures ANOVA showed that the drawing implemeean (gs. finger) had no significant main effect
on stroke articulation time. The mean stroke aldigon time was 2408 ms in the pen condition and
2414 ms in the finger condition.

Other independent variables influenced strokedgtimn time. As expected, the level of gesture
complexity had a significant main effect on meanlst articulation timeR, ,g= 127.88p < 0.001).

The target gesture size also had a significant retiect on mean stroke articulation tinte, (s =
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67.14,p < 0.001). There was a strong interaction betwegridment and complexity-§ .5 = 8.44,p

< 0.01). As shown in Figure 3. 2a, the mean starkieulation time of the pen was longer than that
of the finger in drawing simple gestures (1468 msi870 ms), slightly longer in drawing gestures
of medium level complexity (2306 ms vs. 2284 msit, ¢horter in drawing complex gestures (3451
ms vs. 3587 ms). Also, there was a significantratigon between implement and target gesture size
(F2, 28 = 12.08,p < 0.001). Figure 3. 2b illustrates that for smialiget size, the mean stroke
articulation time achieved with pen input (2092 ms) shorter than that for finger input (2170 ms).
However, for medium and large target sizes, pentimgd to longer stroke articulation time than
finger input (2435 ms vs. 2420 ms for medium sad 2698 ms vs. 2650 ms for large size). The

pen tended to be slightly slower in drawing singestures and large size gestures.

Average Speed
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Figure 3. 3Average speed for each implement in different (@npglexities and (b) targ

gesture sizes

The average speed, calculated by the ratio of éseuge length and the stroke articulation time,
was another basic measure of stroke gestures widruigs study.

Implement had a significant main effect on aversgeed E; 14 = 5.85,p < 0.05). The mean
speed was 6.04 cm/s for pen gestures, 6.43 cmfifmr gestures. Complexity and target gesture
size had a significant main effect on average sjiegds = 59.72,p < 0.001 for complexityf,, 25 =
144.78,p < 0.001 for size).

Implement significantly interacted with complexitl,, .s = 32.15,p < 0.001). As shown in
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3.6 Results and Analysis3.7 Discussion

Figure 3. 3a, the average speed of pen drawn gsst6i60 cm/s) was lower than the average speed
of finger drawn gestures (7.46 cm/s) in simple gest. In addition, in medium gestures, the average
speed of the pen (5.84 cm/s) was lower than theageespeed of the finger (6.08 cm/s), and the
average speed of the pen (5.69 cm/s) was lowerttieaaverage speed of the finger (5.76 cm/s) in
complex gestures. The results indicated that timepeeformed slower than the finger in the simple,
medium and complex gestures, but the differenceedsed from simple to complex gestures.

There was a significant interaction effect betwe&eplement and target gesture Sifg fs =
24.85,p < 0.001) (see Figure 3. 3b). The average speddeopen was 4.37 cm/s, 6.20 cm/s, 7.56
cm/s for small, medium, and large target size gestvespectively while the average speed of the
finger was 4.43 cm/s, 6.71 cm/s and 8.16 cm/s otispedy. The finger performed faster than the pen

in all three sizes, and the difference increasewh fsmall to large size.

Size Ratio
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Figure 3. 4 Size ratio for each implement in difatr(a) complexities and (b) target gesture sizes.

The participants may or may not draw the gestusetikthe same size as the target gesture
displayed. There is a possibility that they wowddd to draw the gesture in a larger size than the
target gesture size, particularly when using thgdi. The size ratio between the response gesture
and the target gesture can therefore be an inforenateasure of the user's ability to gesture at a

specified scale.

The target sizeT(§ of a prototype gesture has been defined in tbgose“Target Gesture Size,”
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and the response sizRg of a drawn gesture is defined as the area ihafnthe drawn gesture's
bounding box. The response to target size r&i (vas measured by the ratio of the tv&R(= RS /
T9.

Implement was a significant main effect on sizéorfff; 1, = 45.26,p < 0.001). On average
both pen and finger drawn gestures tended to geraresulting in 1.15 and 1.36 size ratio values i
pen and finger conditions respectively.

The complexity had a significant effect on sizeordf,, ,s = 47.88,p < 0.001). Also, there was
a significant interaction effect on size ratio fygsture complexityH; ,s = 38.64,p < 0.001). As
shown in Figure 3. 4a, when gesture complexity siagle, the size of drawn gestures was almost
the same as the size of target gestures (meanasiaevas 0.95 for the pen, and 1.08 for the fihger
Corresponding to the medium complex gestures, #&ennsize ratio increased to 1.16 (pen) and 1.32
(finger) respectively. For the most complex gestthie mean size ratio increased to 1.32 (pen) and
1.66 (finger) respectively. Results showed that gesture led to smallé&Sthan finger gesture. In
both pen and finger gestures, the size ratio ise@as the gesture complexity increased.

The size ratio value strongly depended on the t@ygsture sizeF;, ;3= 71.30,p < 0.001). Also,
there was a significant interaction effect on s&#o for target sizeR;, 3 = 11.67,p < 0.001). As
illustrated in Figure 3. 4b, when the target sizswmall, the response size of the drawn gestures
was larger, resulting in mean size ratio valuet.67 (pen) and 1.88 (finger) respectively.

Corresponding to the medium size target, the meaponse size of the drawn gestures was
only slightly larger, resulting in mean size rat@ues of 1.04 (pen) and 1.23 (finger) respectively
Corresponding to the large size target, the meaporese size of the drawn gestures was in fact
smaller than the size of the target, resulting @amsize ratio values of 0.84 (pen) and 0.96 (finge
respectively.

Overall, the results here show that it is difficaltdraw small and complex gestures with either
implement. The drawn gestures tended to be larg#rese cases. These effects were slightly more

pronounced with the finger than with the pen.
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3.6.2 Local Shape Measures

Aperture between the Start Point and the End Poinbf Closed Gestures

To reflect the ability to draw a closed gesture,measured the distance (aperture) between the
start point and the end point. Conceivably thedmig at a greater disadvantage than the pen since
the finger may more severely obscure the starttpdien getting close to it.

For drawn gestures corresponding to the prototgstuges G1, G3, G5, G7, G9 and G11 which
start and end in the same position (see Table 3velfalculated the aperture between the start poin
and the end point.

As we expected, there was a significant main effecimplement on the aperture of closed
gesturesK; 14= 5.48,p < 0.05). The mean aperture was 0.20 cm with thegpein0.24 cm with the
finger respectively. Although no significant mairifeet was found on aperture for gesture
complexity, target gesture size had a significaatmeffect on aperturd={ ,s= 7.86,p < 0.01). The
mean aperture was 0.18 cm for small size targe2®, €m for medium size targets, and 0.26 cm for

large size targets.
Indicative Angle Difference between Drawn Gesturerad Target Gesture

The indicative angle was defined as the angleedtidbm the horizontal vector whose starting
point is the centroid of the gesture, to the vedtomed by the centroid of the gesture and the
gesture's first point. We calculated the indicatingle difference between the drawn gesture and the
corresponding target gesture. It was found thaigioificant main effect for implement on indicative
angle difference. The mean indicative angle difieeewas 0.32 degrees for the pen, and -0.13

degrees for the finger.
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Corner Shape Distance (CSD)

v

(a) (b)
Figure 3. 5@)Vertexes in a drawn gesture. The red dots dehetgertexes. (b) The po

set for each vertex. The green dots denote the peis detected by our algorithm.

The prototype gestures G1, G2, G5, G6, G9 and G4® Table 3. 1) have sharp corners. How
these corners change their shapes in the drawargestyet another way to investigate local shape
difference. We defined “Corner Shape Distanéa3) as mean distance between the corresponding
corners in the drawn gesture and the target gesture

To calculateCSD, as a first step we need to detect the vertexedoh corner. We detected the
vertexes of corners in the drawn gestUrébased on the two-thirds power law in human motor
control [52], which was also used for similar pusps in [4] to segment drawn gestures. We first
calculated the speed for each point in drawn gedturSecondly, the points i) were sorted
according to speed, andl (depending on the size and complexity of the spoeding target gesture)
points with low speed were chosen. Third, K-medustering was applied to partition thé points
into K clusters K+1 was the number of cornerslih We did not consider the corner whose vertex is
the start point, because in drawn gestures, the tent and the end point may not necessarily
coincide to form a vertex.). Fourth, the point wiitle lowest speed in each cluster was chosen as the

vertex of the corner agG, 1 <i <K (see Figure 3. 5a).
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Figure 3. 6 Corner shape distance for each implematifferent target sizes.

For each corner, after detecting the vertex, wel ieechoose a set of points in two arms to
represent the corner shape. The second step ddctdate a point set for each vert&(). For each
corner in the drawn gestukk we calculated the distance between the vartgxand the points in its
two arms, and chose the points whose distance egastthan 0.8 cm. Then each verteé&G) had a
point setPU;, (1 <i < K). The points inPU; were re-sampled inttl (N = 40) points, which
constituted a new point sBt;j, (1 <i <K, 1<j <N) (see Figure 3. 5b). We also calculated the point
set for each vertex in the target gestdrasPV, (1 <i < K), and the points in eadPV,, were also
resampled intdN (N = 40) points, which also constituted a new pointBg}, (1 <i <K, 1<j<N)

The third step was to calcula®SD (1 <i <K). CSD was measured by calculating the distance
between the point iRD; and the corresponding point@T;, (1 <i <K) *. To calculate th€SD, we
translatedPD; so its centroid coincided with the centroid of twresponding point s&T;.. The

CSDwas calculated by the sum of @ED (1 <i <K).
K K N
CSD=),CSh=» > d PP, R]) 3.1)
i=1 i=1 j=1
A significant main effect for implement was found @SD (F; 14 = 6.57,p < 0.05). The mean
CSD of the pen was 13.38 cm, and the mE&D of the finger was 14.73 cm. There is also a
significant main effect oil€SD for target gesture sizé&{ ,3 = 109.08,p < 0.01). Implement had a
significant interaction effect with target gestsige ¢, 5= 7.19,p < 0.01) (see Figure 3. 6). For

small target size, the me&SD of the pen was 14.67 cm whereas the ne8b of the finger was

16.95 cm. For medium target size, the mé&D of the pen was 13.07 cm whereas the n&ab of

! In the following sectiongi(p, q)was used to denote the Euclidean distance betp@abp and point.
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the finger was 14.25 cm. For large target sizeleanCSD of the pen was 12.39 cm whereas the
meanCSD of the finger was 12.98 cm. The results showed tthex pen performed better than the

finger in all three target sizes.

3.6.3 Global Shape Measures

To investigate purely global shape aspects of wigesture, we disregarded the drawn gesture
size by normalizinggcaling the drawn gesture's size to the largest targatigesize (4.5 x 4.5 cm),
and also by scaling the corresponding target gestsize to 4.5 x 4.5 cm. In other words, if the
drawn gesture maintains the exact relative dimessas the target gesture except that it is drawn in
larger or smaller scale, the normalized shape megsuould still give perfect scores (zero distance)
We therefore report the three shape geometry messiithscaling(i.e. normalization). To calculate
each measure, the drawn gesture was translatetd seritroid coincides with the centroid of the

target gesturdr@nslation).

Axial Symmetry (AS)

(Xa-XL, \'i)/

(Xa+XR, Yi)

Y=Yi

Figure 3. 7 The illustration of axial symmetry imlieawn gesture corresponding to G4. etry.

For simplicity, we explained the algorithm AS calculation by taking G4 as an example. In
order to measure the drawn gesture's axial symmedryirstly scaled the drawn gesture to 4.5 x 4.5
cm size and then re-sampled itNdN = 500 equidistant points. X=Xis the axis which crosses the

centroid of the drawn gesture and is perpendidoldhe X axis (see Figure 3. 7). For straight lines
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Y=Y (Ymin £ Yi < Ymax Ymin @nd Ypax are the minimum y value and the maximum y valughef
drawn gesture respectively, increases 1 pixel each time), there are two iattirsg points between
the drawn gesture and Y¥ (Xa - XL, Y) in the left ofX= X; and ¥, + XR, Y) in the right ofX = X,
in which XL is the distance betweeh= X; and & - XL, Y;), XRis the distance betweeh= X, and

(Xa + XR, Yj). The mean distance difference can be calculaed a

1 o

AS= Yonax = Y i:Zm:n oA v

WhereDA is the absolute value oKR - XL). The greater th&Sis, the less symmetrical the
drawn gesture is. For G5, G7, G9 and G11, the gtgorgets more complex, but the basic idea is
the same.

No significant main effect was found for implememAS The mearASwas 0.44 cm for the
pen, and 0.43 cm for the finger. In other wordg, fimger gestures and the pen gestures did not
significantly differ in symmetry. However, a sigicdint main effect was found oAS for gesture
complexity €2, 5= 202.87p < 0.001) and target gesture siEg fg= 252.89p < 0.001). In addition,
there was a significant interaction effect A8 for gesture complexity;, .5 = 8.26,p < 0.01). The
meanASof pen drawn gestures (0.27 cm) was larger thanahfinger drawn gestures (0.21 cm) for
simple gestures, and for medium gestures, the m&ai the pen (0.42 cm) was larger than that of
the finger (0.39 cm), but the meaAs of the pen (0.62 cm) was smaller than that offithger (0.68
cm) in complex gestures. Results showed that thgefi resulted in smallekS than the pen for

simple and medium gestures, indicating that thgefinperformed better than the pen for these

gestures.
Proportional Shape Distance (PSD)

As reviewed earlier, theSDmeasure has gained popularity in recent yearstim fiesearch and
practice. Whether finger drawn and pen drawn gestunake a difference to this measure is
therefore very important. Aftescalingandtranslation the drawn gesturd and the target gestuké
were re-sampled intdl (N = 100 evenly spaced points. We denote these transfopords byU(i)

andV(i) (1<i <N) for U andV respectively.
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The proportional shape distangSD) is defined as

1 N
PSD==>" d U(), V() (3.3)
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Figure 3. 8 Proportional shape distance in norradlizcale for each implement in different (a)

complexities and (b) target gesture sizes.

Interestingly, there was no significant main effemtimplement orPSD. The mearPSD was
0.50 cm for the pen, and 0.51 cm for the fingere PI$D measure was sensitive to both gesture
complexity €2 5= 128.72,p < 0.001) and target gesture sifg fg = 150.79,p < 0.001). As one
would expect, thd®SD measure increased with gesture complexity (sear&i§. 8a) since the
accuracy to replicate more complex gestures shieddease. FurthermoreéSD decreased as target
gesture size increased (see Figure 3. 8b). Althdaigjet gesture size had no significant interaction
with implement, there was a significant interactiffect onPSD for gesture complexityF; »g =
7.91,p < 0.01). For simple gestures, the m&8D produced by the pen (0.39 cm) was larger than
that for the finger (0.35 cm). Nevertheless, forencomplex gestures, the me@S8Dachieved with
the pen was smaller (0.46 cm and 0.64 cm for med@inchcomplex gestures respectively) than that
for the finger (0.47 cm and 0.72 cm for medium aodhplex gestures respectively). The results
showed that the pen resulted in more accurate noesface than the finger for complex gestures, but

the finger achieved more accurate performancetti@pen for simple gestures.
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Intersecting Points Deviation (IPD)

v

4

(a) (b)

Figure 3. 9 (a) Detecting intersecting points ie tlarget gesture GA.Si and LSj are two lin
segments. (b) The intersecting points in @A/{ and in the drawrgesture corresponding to

(CUi).

Gestures G2, G4, G6, G8, G10 and G12 (see Tahlg Bad one or more self crossing
intersecting points. How much these intersectingntpochange in the drawn gesture from the
corresponding intersecting points in the targetugesis another indication of the shape difference
between the two. We define the “Intersecting Pdbesiation” (PD) as the mean distance between
the intersecting points in the drawn gesturand the target gestuve(see Figure Figure 3. 9b).

In order to detect the intersecting points in thansh gesture, the first step for wasscaling
andtranslation which was introduced at the start of this subsect was divided intdN-1 (N = 40)
line segmentsL(§, 1< i<N-1) by re-sampling intdN equidistant points (see Figure 3. 9a). Then, the
LS (1<i=N-1) was compared with other line segmen®s(1<i <N-1, j # i) to check whether or not
there were any intersecting points. If an inteisgcpoint was detected, it would be recorded in a
point setCU. We can also detect the intersecting points incttreesponding target gestuveas a
point setCV.

If the count of intersecting points BU (Ncy) was equal to the count @V (Ncy), the IPD

betweernJ andV was calculated as

IPD =NiNZ°Lfd(CU(i), cV(i) (3.9)
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Else,IPD was calculated as thfersection Misp

Intersection Misgate, defined as the ratio bftersection Misscount and total trial count for
IPD analysis, was firstly calculated. We found thatltitersection Missate for pen input and finger
input was low (3.15% and 2.09% respectively), socaetinued the analysis ¢®D using repeated

measures ANOVA.
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Figure 3. 10 Intersecting points deviation in nolimeal scale for each implemeint different targe

gesture sizes.

A significant main effect was found for implememt I&®D (F; 14= 11.74,p < 0.01). Pen input
resulted inlPD with 0.40 cm and finger input producéeD with 0.44 cm. Target gesture size had
significant main effects ohPD (F, ,s = 20.86,p < 0.001). There was a significant interaction
between implement and target gesture dize{= 11.34p < 0.01). As illustrated in Figure 3. 10, the
meanIPD was 0.42 cm for the pen and 0.50 cm for the fingesmall target size. The me#PD
was 0.40 cm for the pen and 0.42 cm for the fingenedium target size, and the md&D was
0.38 cm for the pen and 0.39 cm for the fingerargé target size. Therefore, the pen performed

better than the finger in all three target sizes.

3.6.4 Subjective Evaluation

A significant main effect was found @peed(F; 14= 7.15,p < 0.05). The mean preferences of
the pen and the finger were 5.53 and 4.13 resdgtikk significant main effect was also found for
accuracy(F; 14 = 5.59,p < 0.05). The mean preferences for the pen andirtber were 5.27 and
3.87 respectively. However, there was no significaain effect orhand fatiguesuggesting that pen

gestures and finger gestures are similar in difficfor users. Overall, users generally felt tha t
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pen can achieve greater accuracy and faster spaedrie finger for gesture input.

3.7 Discussion

3.7.1 Implications for Finger Gesture Design

Past stroke gesture research has been primariylmasthe digital pen as a drawing implement.
However, recent commercial product design has tkmol@ard finger input and tends to avoid the
use of the pen. Such shifts raise the questiorowf dquantitatively different or similar finger strek
gestures are from pen stroke gestures. Therefoeecamducted a first study to quantify the
differences and similarities between finger and gestures. Our work has provided a methodology
to investigate and quantify the performance of dingnd pen gestures, in which finger and pen
gestures were analyzed according to multiple featuhat characterize stroke gestures. Some
features revealed similarities between finger aad grawn gestures, but some features were less
accurate with the finger. Based on the evaluatiolerms of these features, the implications for
finger gesture design were presented as follows.

First, four of the nine features studied revealedilarities between finger and pen drawn
gestures, including stroke articulation time (Hbgicative angle difference (F5), axial symmetry
(A (F7) and proportional shape distan&SD (F8). This means that if the gesture recognition
algorithm relies on features based on these megsuesshould not expect finger gestures to be less
effective than pen gestures. Given that proporti@ape distancePSD based recognition is
already used in both research and practical lazgkegesture systems (specifically the ShapeWriter
gesture keyboard, although in more complex ways thahis study), it is reasonable to expect that
“finger friendly” recognition algorithm can be dgaied within the feature space outlined by findings
reported above.

Second, five of the nine features studied revesilgmificant differences between finger and pen
drawn gestures, including the average speed (iZ8,ratio (F3), aperture between start point and
end point (F4), corner shape distan@SD) (F6) and intersecting points deviatioliPD) (F9).

Finger drawn gestures tended to be larger thardpmmn gestures, indicating a somewhat obvious
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drawback of finger operation - which requires ayéartouch screen surface than pen operation.
Average speed analysis revealed that the fingdoqeed faster than the pen for gesture input,
particularly for simple gestures. While the ovenaibportional shape distanc®3D of finger
gestures is no worse than pen gestures, some sgfesttape, such as intersecting points deviation
(IPD) and corner shape distand@SD) tend to be larger in finger gestures than in gestures.
These features tend to be less accurate withigerfiand thus should be avoided in “finger friefdly
recognition algorithm design.

Finally, there were also a few interaction effatist may have design implications. According
to time performance (F1) analysis, pen gesturestdedhorter time in drawing more complex
gestures. This was also reflected in movement sffe&d The finger tended to be much faster than
the pen in drawing simple gestures, but achievedlasi speed in drawing complex gestures. For
shape features, pen input led to more accuratd ayimmetry AS (F7) than finger input for
complex gestures. Furthermore, pen input is mortethan finger input for drawing complex
gestures according to proportional shape distaR&D)( (F8), but for simple gestures, finger
gestures are more accurate than pen gestures.llGbhese interaction effects suggest that finger
friendly gesture set design should not containugestwhich are overly complex.

All of the foregoing analysis could also be inteed as in favor of the pen since at least in
some measures it is more accurate than the fikgem daily experience in, for example hand
writing and signing signatures, we can all apptecihat the dexterity of the pen is unmatchable by
the finger. Note that these examples differ from glestures tested in this experiment in at least tw
aspects: they tend to be more complex and thewaltdearned and memorized patterns. In light of
the centralist vs. peripheralist views discussatiezan this study, one could argue that thesel wel
learned gesture patterns may include pen operatigrart of one's “motor programs”.

Some interesting results were found in the subjeativaluation. In respect to speed evaluation,
over half of the participants felt that pen inpwsifaster than finger input. They stated: “The fg@n
is smoother than the finger pad”. However, fromrage speed analysis, the finger led to higher
speed than the pen for drawing gestures. Somecipartis reported that the finger was easier to

control than the pen when drawing gestures, so tthayght the finger produced higher speed than
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the pen. From this, we suspect that the greateeds@f freedom afforded by pen input may lead to
lower drawing speed. With regard to accuracy evalna participants believed pen gesture input
was more accurate than finger gesture input. Thisonsistent with the results in the analysis of
corner shape distanc€$%D and intersecting points deviatiolPD), but contrary to proportional

shape distancePED analysis. Some participants reported: “It isidifft to draw intersections or

sharp corners with the finger”. When drawing gestuparticipants may have felt more control of
some features such as corner shape dista@&®) (although no difference was made to other

features such as proportional shape distaRE&)

3.7.2 Prototype Gestures and Feature Selection

Admittedly gesture selection is a tricky balancenwny considerations. We needed to cover
common gestures in current usage, but we also deedsee how different types of gestures interact
with various levels of complexity (simple, mediumdacomplex) so the choices were not so many in
each combination. Thus, we conducted the pilotystuith a set of commonly used gestures (Graffiti
gestures). Results showed pen and finger gestiffesed in some features, which helped us to
select features for the formal experiment. Howewes, did not use these Graffiti gestures in the
formal experiment for two reasons. First, it ididiflt to classify these gestures into simple, medi
and complex levels because they are overall quigls, i.e., these gestures can not meet the
requirement of our study. Second, some featuregioh pen and finger gestures may differ, such as
the aperture, can not be tested using these gedtaoause they are not closed gestures. Instead, we
selected and designed twelve gestures which aedsioi the purpose of this study.

Results showed that these gestures in each of esimmdium and complex gestures levels
differed in terms of time performance, average dpard proportional shape distandeSD),
suggesting these gestures were selected propertheFmore, the gestures chosen for this study
proved effective for our examination of the diffieces between finger and pen input gestures; they
enabled us to reveal many plausible findings. Titeains that these prototype gestures may be useful
also for future research when designing pen argefigestures.

Regarding the selection of features for gesturdopmance measurement, although a large
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number of features have been proposed and usadviops studies [4], [8], [60], [80], study on all
stroke gesture features is beyond the scope oftody. We only focused on some features which
may reveal differences between pen and finger stgdstures with reference to the structures and
characteristics of strokes as well as the geshatiperformance due to the different charactessti

of pen and finger input. By means of the nine fesguselected or designed by us, a number of
differences and similarities were found betweegdimnand pen gestures, for example speed, size and
accuracy. Furthermore, using the methodology of siudy, other features can be examined for

gesture design.

3.7.3 Sensing Mechanisms of the Experimental Device

The study presented here revealed that pen gestdrénger gesture differ in several features.
Though we believe that the differences are causethé intrinsic properties of the pen and the
finger respectively, one may well ask whether ot thee sensing qualities of different sensing
mechanisms used in this study had an effect omxtperimental results.

The experimental device, HP Touchsmart tx2, hasdifferent touch sensing mechanisms, i.e.,
capacitive for finger input and inductive for pepput. The position accuracy and sampling rate may
differ between the two sensors [22]. Regarding twsiaccuracy, the pen tip is sharper than the
finger tip, which is an inherent difference betwdle® pen and the finger. The sampling rates irethes
sensors may vary depending on the number of fingsesl [22]. We therefore conducted a test to
measure the sampling rates of these sensors indition similar to our experiments. We asked all
the participants to draw freely on the screen wiitt finger or pen. The program recorded the
number of sampling points within one second. Thregiag rates were 141 HED = 1.89) for pen
input and 107 HzYD = 0.65) for finger input; both are sufficientlyghi for our purpose and should

not affect the gesture quality measures used.

3.8 Conclusion

The rapid ongoing development of touch screen d@sviequires the HCI field to understand
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the impact of finger vs. pen as gesture implementshese devices. We conducted a first study of
the differences and similarities between fingemarand pen drawn gestures. We selected a set of
gestures of varied complexity and characteristius jaresented in three target sizes to a group of
participants who reproduced them with both thedmand the pen. The drawn gestures were then
analyzed with a broad set of measures, five saldttan the literature and another four designed

specifically for this study.

Our findings have demonstrated the importance af siudy: when applying principles,
methods and findings from pen-based gesture sydserfisger-based gesture design, it is vital to
consider the differences and similarities. As fingesture interaction is gaining popularity in
application design, it is important to design ser@estures that avoid features in which the finger

does not perform as well as the pen, as shownristady. Our work is one step in this exploration.
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Chapter 4 User-defined Gestures

4.1 Introduction

Information technology is increasingly being proetbias a means of support older adults to
live a better life. In both personal and workplamentexts such as online banking, shopping,
healthcare management, and pursuing leisure aesiviglder adults are a fast growing computer and
Internet user group. However, perceptual, cogniéimd motor deficits result in many older adults
experiencing greater difficulties performing cormgrutelated tasks than younger adults.

In order to better support older adults to intewgith computers, much research has studied the
changes experienced by older adults and their gajpdins for computer use in many interactive
tasks, involving three fundamental tasks in Humamyouter interaction field: pointing, steering and
gesturing. For a common type of motor actions imdeno human computer interfaces: pointing task,
a number of studies have examined the effects ofgagn performance of pointing task and
proposed several novel techniques to help oldeplpeperform the task [32], [34], [63]. With
respect to steering task, Zhou et al. [118] andrekmle, J.P. [31] investigated the age related tsffec
on the performance of this kind of task.

Here, this study highlights a noteworthy interactgiyle: gesturing. Gesture-based interaction
offers a natural and intuitive interaction styletwihe computer. The advantages of gesture-based
interaction are two folds: (1) the user can quickiiiculate the gesture for a command or a word by
recalling from memory, rather than by selecting@m with looking much at the icon; the latter is
always a time-consuming process; (2) compareddpirig on the icon, gesture input is a form of
more fluid movement closer to drawing, hence intigidg a natural input style for the user. These
two advantages make the use of gestures beingngamapularity in touch-based devices such as
smart phones and Tablet PCs. Especially, due todigtenct properties of gestures, the use of
gestures can help older users better interact watmputers and contribute to the growth in
popularity of information technology for older péepHowever, because younger adults are the

main consumer groups of interactive devices, ctigesture design aims to meet their needs, while
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ignores the needs of older people. Most gestureebagerfaces provided few or no accessibility
features for older people, leaving the interfaeegdly unusable for that age group. Although this
is a serious problem, there has been very littlekvam the investigation of gesture performance
involving the consideration of age related factors.

It is more important to design appropriate gestdioeolder adults than for younger adults in
two reasons. First, due to the perceptual, cogniivd motor deficits of older adults, it would take
longer time for them to learn how to use gestukésnce, appropriate gestures can allow older
people easy to learn and use. Second, comparedutoggr adults, older adults is likely to feel
deeper frustration when meeting the failure to qrenf gestures, which hinders older adults from
continuing use gestures. To better understand Hder people might prefer to use gestures, we
conducted a user-defined study approach that cadgeaw older people and younger people use
finger and pen gestures to perform common compu#els on a tablet PC, so as to better design

gesture-based interactions for older people.

4.2 Related Work

4.2.1 Gesture Design Based on Guessability Methodgly

There are a number of gesture design studies lmasgdessability methodology. Earlier work
by Wobbrock et al. [105] is a noteworthy analytisaldy in which the effects of gestures were first
presented to participants and they were askedrforpeactions to produce the corresponding effect.
Inspired by Wobbrock’s study, several works arespréed. To better support the interaction between
two devices including phone-to-phone, phone-toetaip, and phone to public display, Kray et al.
[43] conducted a study in which participants weskea to spontaneously produce gestures with the
mobile phone to perform a set of different actesti The study in [81] elicited motion gestures
defined by participants to invoke commands on artphane device, hence expediting motion
gesture design for the mobile computing paradigine Btudy by Lee et al. [55] focused on
understanding deformation-based user gestures lp ihethe design and implementation of

deformation-based interface. Lahey et al. [53] cmbeld a study to understand the user of bend
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gestures in mobile devices with flexible electropaper displays. Inspired by the above studies, we
used a user-defined approach to examine the diffeseand similarities of gestures preferred by

older people and younger people.

4.2.2 Pen Gesture and Finger Gesture

Pen gesture and finger gesture have been widelogethin a variety of interaction activities.
We highlight some related work to show how to use and finger gestures in real practice.

Pen gesture have attracted a wide research interdd4Cl field. For the aim of designing
gesture sets that are easier to learn and more rablep Long et al. [60] analyzed the visual
similarity of pen gestures and derived a modelpiedicting perceived gesture similarity, based on
which a gesture design tool was developed to ingthe gesture design. Zhai and Kristensson [115]
proposed a speed writing method, SHARK, which imptbthe stylus input performance with
shorthand gesturing. A user study demonstratedetisibility of the SHARK. Hinckley et al. [28]
designed a "scrapbook” application for the Micrasddirface, in which pen and finger gesture were
used to perform a number of operation, such agicgea copy of a photo by holding it and dragging
off with the pen. Liao et al. [58] designed a gestiased command system which allowed users to
manipulate digital documents with paper printolggpeoxies. The common operations in the daily
use of computer, such as tag a paragraph, copgtisele and freeform annotation can be replaced
by using gestures. Appert and Zhai [5] experimégntalvestigated the performance and ease of
learning between pen stroke shortcuts and keybehaidtcuts. They found that after adequate
practice, stroke shortcuts had substantial cogniidvantages in learning and recall. Then, four
guidelines about how to make stroke shortcuts ¢éadgnplement were proposed and a software
prototype based on these guidelines was designed.

On the other hand, regarding to finger gesturesawfliBalakrishnan [112] proposed a variety
of multi-finger and whole hand gestural interacttechniques for multi-touch interfaces, according
to which a prototype room furniture layout applicat called RoomPlanner was designed. Wu et al.
[113] developed and articulated a set of designciies for constructing multi-finger gestures,

including gesture registration, gesture relaxationd gesture and tool reuse. Besides, a set of
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bimanual continuous gestures that embody thesecipi@s are developed. Morris et al. [64]
described the significance of cooperative gestuiinga multi-point direct-touch surface and
proposed a set of design principles with a systemcbllaborative art and photo manipulation,
CollabDraw.

The review shows that little study paid attentiorhbw to design gestures for older users. This

study aims at shedding some light in this resefiedth

4.3 Experiment

Based on the methods introduced by Wobbrock ¢1@%], we conducted a gesture elicitation
experiment in this study. However, the study comellidy Wobbrock et al. [105] focused on touch
screen interactions for younger users, the custrdty examines gesture preferences among both

older and younger participants by means of pentiapd finger input respectively.

4.3.1 Referents and Signs

A set of commands, which are application-agnostid abtained from previous works, were
used in this study. These commands are classifiiedtivo categories: (1) analogue commands; (2)
abstract commands. The analogue gesture based cwmimman represent physical effect of real
world, including move, select single, rotate, skrianlarge, pan, zoom in, zoom out, select group,
previous, next, insert, maximize, and minimize. Tdiestract gesture based commands can not
represent physical effect of real world, includishglete, close single, duplicate, paste, undo, @elet

group, duplicate group, cut, menu access, and open.

4.3.2 Participants

Twenty younger participants, fifteen males and fiemale, aged from twenty to thirty, took
part in the experiment. Ten of them were askeddsigh corresponding gestures with the pen
according to the commands; six of the ten partitip&ad prior experience operating digital screens

with digital styli. The others were instructed terfjprm the same task with the finger. Nine of them
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had prior experience with bare finger operatioriauch screen devices such as iPhone.

Twenty older participants, from sixty-five to setysseven of age, also took part in the
experiment. None of them had the experience usiagén or the bare finger to operation on touch
screen devices. Ten of them were instructed tcoparthe same tasks as the younger participants

with the pen, while the other ten used the finger.

4.3.3 Apparatus

The study was conducted on a HP touchsmart tx2ttabimputer. The screen size of computer
is 12.1 inch and its resolution was 1280 x 800 Ipix& video camera was used to record the whole

experimental procedure. The experimental prograsdesigned in the C# environment.

4.3.4 Procedure

The experimental task was similar to [105], whichpéoyed a guessability study methodology.
24 referents were randomly displayed in the sceeehparticipants were asked to perform a gesture
by means of pen input or finger input. After penfiimg each gesture, participants were instructed to
rate it on Likert Scales in terms of good match aeade to perform (7 for highest preference, and 1
for lowest preference). “Good match” refers tha tfesture the participant can serve its purpose,

and “ease to perform” refers that the participamt ase the gesture easily.

4.4 Results

4.4.1 User-defined Pen Gesture

In this section, we analyzed pen gestures defiyanlder people and younger people.
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Figure 4. 1 The agreement score for all commantfs pen input.

We adopted Wobbrock’s method [105] to investightedxtent of agreement for each command.
As an example, for the agreement of the commandetB&ingle”, the corresponding gestures
defined by 10 participants were considered. Thestuges were divided into 2 groups of identical
gestures. The size of each group is 5 and 5. Torerethe agreement score for Select Single is 0.5
for younger people (Equation Bigure 4. 1shows the agreement score for all commands with pe

input. The overall agreement for younger people@ddr people was 0.39 and 0.45.

2 2
5 5
A=| —| +| — 4.2)
10 10
As illustrated in Figure 1, some commands resuitedimilar high agreement for younger
people and older people, for items includimgve, next, pan, previous, rotate, select grougerin

andminimize For five commandsselect single, open, paste, enlagygmaximize younger people

and older people had different agreement scores.
Good Match and Easy to Perform

For all commands which had similar user-definedwges with pen input and finger input, T

statistic showed no significant difference on gooatch and on easy to perform between younger
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people and older people & 0.05). While for some commands which led toal#ht user-defined
gesturesppenand paste a significant different was found on good matcll @an easy to perform
between younger people and older people 0.05); younger people rated higher than oldepfze

For other commandselect single, enlargendmaximize no significant different was found on good
match and on easy to perform between older peopleyaunger people regarding pen input and
finger input p > 0.05). Overall, older and younger people raiublogue gesture based command”
higher than “abstract gesture based command”, atidig that analogue gestures were easier than

abstract gestures for users to remember and perform

4.4.2 User-defined Finger Gesture
In this section, we analyzed pen gestures defiyanlder people and younger people.
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Figure 4. 2 The agreement score for all commantts fiiger input.

How to calculate agreement score is described @vigus section. Figure 4. 2 shows the
agreement score for all commands with finger infpie overall agreement for younger people and
older people was 0.46 and 0.4A30ve, next, pan, previous, rotate, insartd minimize produced

similar high agreement score, whimlarge, zoom in, zoom out, select single, selemipy and
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maximizded to different agreement score.
Good Match and Easy to Perform

For all commands which had similar user-definediges with pen input and finger input, T
statistic showed no significant difference on gooatch and on ease to perform between younger
people and older people ¢ 0.05). While for some commands which led toat#ht user-defined
gesturesenlarge, zoom in, zoom oand maximize,a significant difference was found on good
match and on ease to perform between younger peaogdi®lder peoplep(< 0.05); younger people
rated higher than older people. For other gestigelgct single and select grqupo significant
different was found on good match and on easy tfmpa between younger people and older people
(p > 0.05). Overall, users rated “analogue gestusedaommand” higher than “abstract gesture
based command”, indicating that analogue gestuere wasier than abstract gestures for users to

remember and perform.
Preference for Number of Hands

In the experiment, the participants were allowedptrform gestures with multi-fingers.
However, when performing gestures to invoke comragpounger people preferred 1-hand gestures
for 25 of 27 referents, while older people commoméged only one finger. This may be due to the
fact that younger people were familiar with mudiixth input but older people were not. Using one

finger is a preferred approach to perform gesttoeslder people.

4.5 Discussion

4.5.1 Analogue and Abstract commands

According to the result analysis, for both pen ingid finger input, younger people and older

people all preferred analogue gestures. This mayluee to the fact that analogue gesture can
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represent physical effect of real world. Hence, suggest that when designing gestures for older

people, analogue gestures should be deeply expdomavidely used.

4.5.2 Desktop Paradigm for Gesture Design

Although we took care not to show elements from dims or the Macintosh, younger
participants still often thought of the desktopguhgm. For example, they used two kinds of gesture
to select single target: tap on an object or drasircdle around an object. However, because older
participants seldom used computers, they are nati&a with the desktop paradigm. Therefore, they
commonly drew a circle around the target to perfeetection. The results indicated that gesture

design for younger and older people should congideeffect of the desktop paradigm.

4.5.3 Multi-touch Gesture for Older People

Because older people seldom use multi-touch devitey did not know how to leverage
gesture input with multi-touch property. In additjalue to the motor deficit, the older people may
feel difficult to perform multi-touch gesture. Thisdicates that in order to employ multi-touch

gesture for older people, it is important to edadhe older people how to use multi-touch input.

4.5.4 Finger Gesture and Pen Gesture

For younger people and older people, finger gestucepen gesture differ in some commands
which need high DOF to perform: shrink, enlargeggmdn, and zoom out. Pen gesture design should

avoid using high DOF degree gestures for olderyauthger users.

4.6 Conclusion

We examined and compared user-defined gestureebetyounger people and older people.
To design better gesture for older people, it wamdl that 1) gesture design should avoid using

gestures with high Degree of Freedom; 2) desktopdigm has less effect on gesture performance
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for old people than for younger people; 3) analogestures should be deeply explored and widely
used for older people. The results can be benkfiigesture interface design for elder people and

for younger people.
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Chapter 5 Optimal Entry Size of
Handwritten Chinese Characters N

Touch-based Mobile Phones

5.1 Introduction

Touch-based mobile phones have received much iatteint recent years, for they allow users
to directly manipulate digital information usingqi@lers instead of a pen or keyboard. For mobile
phones such as iPhone, which does not have a physgboard, one of the commonly used
character entry styles is handwritten charactewyemhis entry style is important in script langeag
such as Chinese, Japanese and other non-alphkpefimges [83]. However, the small screen area
of mobile phones restricts the handwriting entgeasize. In order to design a rational screen layou
which can display more information and also allcsens to write with ease and high efficiency, it is
important to determine the optimal entry area figrhandwriting of characters. For example, when a
user edits a text file in a mobile phone, it isiddse that the screen display as many characgers a
possible and that the probability of the user hgitindrag the scrollbar to view text information be
as low as possible. Although some devices provitlkeamed handwriting interfaces, the optimal
entry area parameter is still important for deteing the display area of the possible recognized
characters corresponding to an inputted charagtlerger area can support the designer to design a
more suitable display style for the recognized abi@rs [78] and can allow the user to select a
recognized character more easily with a finger.[72]

The optimal size of handwriting character input é&mXor a stylus on PDAs has already been
investigated by [79]. The optimal entry size intteudy was defined as the smallest input area in
which the user can input characters with shortimgitime, small number of error corrections, small
number of stroke protrusions outside the area &gt $ubjective assessment (for example, ease of

writing and degree of fatigue). Ren and Zhou [78hsidered entry boxes for different kinds of
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characters, different box sizes and shapes, differser postures and different user age groups. Fou
dependent variables, including number of protrudibgkes, number of error corrections, writing
time and subjective preference of participants ewesed to assess handwriting performance for each
entry box size. The optimal size of an entry baxtfe input of alphanumeric characters was found
to be 1.2 x 1.4 cm (rectangular), whereas for k@ljiinese characters) mixed with kana characters
and for hiragana and katakana characters, the alpgize of an entry box was found to be 1.4 x 1.4
cm (square). However, finger input is less prethss stylus input, and writing characters using a
pen is more familiar for users than writing witHirger. Therefore, the conclusions drawn by Ren
and Zhou may not apply to touch-based mobile phohlesre remains a need for investigation of
optimal finger-based character entry size in tobiaked mobile phones.

In this study, we define the optimal entry size ¢baracter handwriting as the smallest input
area in which the user can input characters wijh leintry area utilization rate, great writing speed
high character recognition rates, small numbersdudt length of stroke protrusions outside the area
and high subjective assessment (for example, daggting and degree of fatigue). For touch-based
mobile phones, two commonly used handwriting stylh fingers are 1) two-handed entry with the
non-dominant hand holding the device and the ifitger of the dominant hand entering characters,
usually with the user sitting; 2) one-handed eniith the dominant hand holding the device and the
thumb of the dominant hand entering charactersallyswith the user walking. This study focuses
on determining the optimal entry size of handwnittharacters through two experiments; one to
investigate the optimal entry size for two-handathe and the other to examine the optimal entry
size for one-handed entry. To determine the optiemaly box size, we defined a set of dependent
variables for handwriting performance measures @mnoposed a variation of an existing
experimental paradigm.

In the following sections, related work on handingt input is firstly described. This is
followed by a description of experiment design,luding the selection of entry box sizes,
determination of entry box position, definitionadpendent variables for performance measures and
a report on experimental devices. Two experimendstlzen reported, and after each experiment,

experimental results are discussed. Then we presgaheral discussion of the results and discuss
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future work, after which a conclusion is finallyagivn.

5.2 Related Work

This work builds upon three distinct areas of pvasiresearch. The first refers to the design of
handwriting entry boxes. The second is a body ofkwon the improvement of handwriting
performance. The last is two-handed and one-hangeaf touch-based mobile phones. We review

each in turn.

5.2.1 Handwriting Entry Box Design

This section reviews handwriting entry box desigmtf aspects of fundamental research and
commercial product design. In a noteworthy fundamadestudy, Ren and Zhou [79] compared
different entry box sizes and shapes for pen-baaedwriting on PDAs and found that the optimal
size for an entry box for the input of alphanumetiaracters is 1.2 x 1.4 cm (rectangular), whereas
for kanji (Chinese characters) mixed with kana ahtars and for hiragana & katakana characters the
optimal size is 1.4 x 1.4 cm (square). On the bas$ighat work, we conducted a series of
experiments to determine the optimal handwritintfyebox size in touch-based mobile phones. On
the other hand, for the common mobile operatingesys (OS) used by modern touch-based mobile
phones, such as Microsoft's Windows Mobile and \Winsl Phone (Microsoft Corp.), Apple's iOS
(Apple Inc.) and Google's Android (Google Inc.) thosition and size of the handwriting entry box
may differ according to software applications supg by these OSs. Taking Apple iPhone 4
(Apple Inc.) as an example, the handwriting entry Is set at the bottom of the screen with a sfze o
3.3cm x 4cm. However, it remains unclear whethes émtry area can support fast, accurate and

ease of handwriting with high utilization rate oftey area.

5.2.2 Improvement of Handwriting Performance

The aim of this study is to determine the optimatre box area within which users can

handwrite characters quickly and accurately. Wéere\some studies that have paid attention to the
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analysis of handwriting speed and accuracy, amatalthe improvement of handwriting speed and
the reduction of handwriting errors.

In a noteworthy analytical study, MacKenzie e{@&2] experimentally analyzed three character
entry methods for pen-based computers, with evaluan terms of entry speed and accuracy, for
aspects including handwriting input, tapping oot keyboard with a QWERTY layout and tapping
on a soft keyboard with an ABC layout. Handwritipgpduced a writing speed of 16 wpm, slower
than the writing speed for tapping on a QWERTY &efyboard but quicker than the writing speed
produced by tapping on the ABC soft keyboard; haitihg led to 8.1% entry errors, which is
greater than the error rate of the other two tephes. Commarford [20] compared the usability of
Graffiti and a virtual keyboard on a PDA runningduisoft Windows CE and found that participants
performed better with the virtual keyboard but sedwo preference for the program. On the other
hand, to investigate unconstrained handwritinggraréince, Kristensson and Denby [44] conducted
an experimental study based on unconstrained héiywrecognition. In the recognition method,
the recognizer simultaneously accepted hand-primtearacters and cursive script. The mean
difference in entry rate and error rate betweemwsoe keyboard and unconstrained handwriting
recognition was not significant, which indicatesttiperformance in the two entry techniques is
similar.

There have also been some studies of speed enhamicand error reduction. Wobbrock et al.
[106] proposed a word-level stroking system, whadims to improve the speed of character-level
unistrokes. Kurihara et al. [48] proposed a multilmioinput system that can provide multiple
prediction characters, enabling greater handwriipged and fewer handwriting errors. That system
provides multiple predictions based on speech mitiog and handwriting recognition, and the user
selects one item and pastes it in the edit boadideng tedious manual writing. For correcting
handwriting errors, Shilman et al. [92] proposehiged-initiative approach, which can continually
evolve the recognizer’s results using the additiom@rmation from user corrections. A user study
demonstrated the effectiveness of this error cioe@pproach. Various handwriting methods have
also been proposed for computer-based speed wridiaga well known single stroke shorthand

handwriting recognition, Graffiti (Palm Computingc) has been widely used in PDAs based on the
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Palm OS. Unistrokes alphabet is a gesture alptabstylus-based text entry [25], in which every
letter is written with a single stroke but the mdirequent ones are assigned to simpler strokes.
Shapewriter [115], a novel form of writing that ageen strokes on graphical keyboards to write text,
can enable users to enter text efficiently at gefasmte than previously possible on mobile phones,
handheld computers and other mobile devices. Wakbed al. [107] proposed EdgeWrite, a new
unistroke text entry method for handheld devicesigted to provide high accuracy and stability of

motion for people with motor impairments.

5.2.3 Two-handed and One-handed Use of Touch-basklbbile Phones

Two-handed and one-handed use of touch-based mphiees has generated considerable
recent research interest. We focused on the stwdigsh investigated appropriate target size for
two-handed and one-handed use, because thesesstgfiged our approach of examining optimal
entry box size.

For a data entry task on a PDA with a stylus, SeadsZha [89] investigated the effect of soft
keyboard size (small, medium and large) for twadkiof soft keyboard. According to the analysis
on three measures, data entry rate, uncorrected mxies and subject preferences, they drew the
conclusion that keyboard size does not affect datay rates, error rates and preference ratings.
However, for text entry on a desktop-sized toudieest with a finger, Sears et al. [88] found larger
key size text resulted in higher entry rates fathbmovice and experienced users, and that novices
committed significantly fewer errors on the lardgesyboard than on the smallest one.

Regarding one-handed use, Karlson et al. [38] cctiedua systematical study to understand
single-handed mobile device interaction. The sttelealed that users can tap faster in the center
area of mobile phone screen than other screennefio small candy bar phones, flip phones, large
candy bar phones and PDAs. According to this figdime set the entry box position in the center
area of the mobile phone screen in our experinathi, et al. [72] investigated target size for
one-handed thumb use on small touch screen deWidsanalysis in terms of task time, error rate,
hit distribution, and user preference, they foumat & target size of 9.2 mm for single-target pogt

and a target size of 9.6 mm for a sequence of ghpald be sufficiently large without degrading
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performance and preference. They also found thaxsusan tap faster in the center area of mobile
phone screen than in other screen regions, whicbnisistent with Karlson et al.’s finding.

Our review indicates that little study has beeneutaken to determine optimal handwriting
entry box size for two-handed use as well as omelddh use for touch-based mobile phones.
Therefore, we set out to perform a systematic inyatson of optimal finger-based handwriting

entry box size, so as to provide guidelines on ierface design of handwriting.

5.3 Experiment Design

In our experiment, an entry box was shown in thieest of the experimental mobile phone, and
experimental participants were asked to write tbaesponding character within the entry box
according to a prototype character which was dyguldan the mobile phone. Selection of entry box
size, determination of entry box position and shamel selection of prototype characters will be
described in the following three subsections, afidrich a set of dependent variables for

performance measures and configurations of expatahdevices are detailed.

5.3.1 Entry Box Size (EBS)

Five levels of entry box sizes, 1.5cmx1.5cm, 2.02r@em, 2.5cmx2.5cm, 3.0cmx3.0cm and
3.5cmx3.5cm were used in our experiment. The getoh the minimum entry box size at
1.5cmx1.5cm is based on the results obtained ih Wr8ch suggested that the optimal size of a
pen-input box for a stylus-based PDA was 1.09cntcié 1.44cmx1.44cm for alphanumeric
characters and 1.44cmx1.44cm for kanji and kanasifgpected that 1.5cmx1.5cm size would be
more challenging for finger input than for styluspiit. In the following sections, EBS (1.5 x 1.5),
EBS (2.0 x 2.0), EBS (2.5 x 2.5), EBS (3.0 x 3/ &BS (3.5 x 3.5) are used to denote the entry
box size with 1.5cmx1.5cm, 2.0cmx2.0cm, 2.5cmx2,5@r0cmx3.0cm and 3.5cmx3.5cm

respectively.
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5.3.2 Entry Box Position and Shape

Because our study focuses on determining the opémay box size for handwriting input, the
entry box should be set in a position in which asm perform handwriting input quickly and easily.
Although entry box position may not influence twardded entry performance, it does affect
one-handed entry performance. The study conducyeHdnlson et al. [38] showed that thumb
interaction performance on the surface of mobilengs is related to the screen region; different
regions result in different tap speeds. For flippds, the center of the screen was found to betable
support high tap speed. In our experiment, theegfibre entry box was always shown in the center
of the screen of the experimental device. The dmiyy shape was set as square due to the fact that
the bounding box of almost all Chinese charactessjuare.

To examine one-handed handwriting performancedenger entry box with 2.5cm x 2.5cm, we
conducted a preliminary experiment with four pepple® males and two females. In the experiment,
the participants were asked to write ten arbitr@hinese characters within the entry box. All
participants stated that the writing task was dasgerform. Therefore, we believe a square entry

box placed in the center can support fast and leasgwriting input.

5.3.3 Prototype Character Categories

Character Stroke Number Left to Right Top to Bottom Mixed

Complexity

Simple 2 strokes J\ i yi)
3 strokes /h ¥ &
4 strokes el = 3

Medium 7 strokes = * 3]
8 strokes i ES 53]
9strokes S = L]

Complex 12strokes ] E B
13 strokes £ I &
14 strokes £ g g4

Table 5. 1 The prototype Chinese characters categor

In order to investigate character entry performamoeng the five entry box sizes, we selected

27 commonly used Chinese characters (see Tab)e which were divided into three groups (simple,
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medium, complex) according to the number of strakedking up the character. The structures of

these characters were divided into left to righp, tio bottom and mixed structure respectively.

5.3.4 Performance Measures

Handwriting Utilization Accuracy Ease of Writing | Subjective Evaluation
Speed Rate of
Entry Area
1. Writing 1. Sizeratio (1. Number 1. Number of|1. Preference Ratings on
time of writing | protruding writing speed, utilization rate
2. Stroke attempts | strokes of entry area, writing
writing 2. Length of|accuracy, ease of writing and
speed protruding finger fatigue
strokes

Table 5. 2 The classification of dependent variable

As mentioned in the section “Introduction”, Ren attbu [79] used four dependent variables
to determine the optimal handwriting character trpx size for stylus on PDAs. Referring to these
four dependent variables, we defined a set of dégr@nvariables and sorted these variables into five
aspects illustrated in Table 5. 2. The five aspeaee handwriting speed, utilization rate of entry

area, accuracy, ease of writing and subjectiveuatiain.

Writing Time

The writing time is defined as the time duratioonfrthe moment the finger touches the screen
to the moment the last stroke is finished. It sHooé noted that writing time involves the time
interval from the end of a stroke to the startlod subsequent stroke. This performance measure

describes the overall time of the writing procedure

Stroke Writing Speed

The stroke writing speed is calculated by the rafian inputted character's length and the
corresponding stroke writing time which is defiresl the length of time (duration) that the finger

touches the screen during handwriting input.
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Size Ratio

The participants may or may not write the charaetactly the same size as the entry area.
There is a possibility that they would tend to enthe character within an area which is smaller or
larger than the entry area. To examine the utibpatate of entry area, we measured “size ratio”,
defined as the ratio of the size of the bounding dfthe written character and the size of entry.bo

A higher size ratio indicates that the user utdiadarger area for an entry box for handwritirguin

Length and Number of Protruding Strokes

If a part of a writing stroke is outside an entoxba protruding stroke is detected. The number
and length of protruding strokes are recorded @y to describe the difficulty of inputting
handwriting within the entry box. If the user inpu character easily within a given area, there
should be only short length and a small numberrofrpding strokes outside of the defined input

area.

Number of writing attempts

The number of writing attempts is used to deschidedwriting accuracy. Microsoft Windows
XP Tablet PC Edition 2005 Recognizer software (Baft Corp.) which can recognize Chinese and
Japanese handwriting, was applied to written clharaecognition. If an inputted character can be
recognized as the corresponding prototype charaitiercurrent writing trial will finish and the
subsequent writing trial will start; otherwise, thember of writing attempts increased by one and
participants were asked to input the characternag@ur approach for handwritten character
recognition is totally different from Ren and Zhewapproach (2009) in which the recognition result

relied on participants’ subjective judgment.

Subjective Preference

Writing performance for each entry box was rategasticipants according to five dimensions:

writing speed, utilization rate of entry area, ea$enriting, writing accuracy and fatigue of the
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finger used for writing. Participants were requitedate these entry boxes on a 5-point scaler(1 fo

worst, and 5 for best).

5.3.5 Experimental Device

This study was conducted on a HTC Touch HD minirsphene for handwriting input, and a
1.66 GHz Intel Core2 PC with Windows XP Professid@®2 for handwritten character recognition.
The smart phone has a capacitive touch screerHMBA resolution; the screen size is 3.2 inch and
its resolution is 320 x 480 pixels. The smartphptaform is Windows Mobile 6.5 Professional
with HTC Sense. The smartphone was connected t®theia Wi-Fi networks. In both devices,

experimental programs were designed in the C# Bnrient.
5.4 Experiment One (Two-Handed Entry)

5.4.1 Participants

Nine participants, 2 males and 7 females, from @32 years of age, participated in this
experiment. Three of them were Japanese and thersotlvere Chinese. All of them were
right-handed and had prior experience with bargefiroperation on touch screen devices such as an
iPhone. The physical sizes of each subject’s futigsr (end joints) were recorded. The average

values of physical width (W) and physical length ere listed in Table 5. 3.

Thumb Index Finger
Finger Tip L W L W
AVG 31.2 21.2 254 16.3
SD 2.8 2.9 2.0 2.1

Table 5. 3The average values (millimeter) of physical widit)(and physical length (L) of the thui

and the index finger.
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5.4.2 Task and Procedure

= =]
7
R
N

Figure 5. 2 Experimental interface. Figure 5. 1 User in the two-handed entry environtmen

When performing the experimental task, participamtse asked to sit in a chair and hold the
device with the non dominant hand. In each teal, @i prototype character was shown in the top left
corner (see Figure 5. 2), and participants wereds& write a corresponding character using the
index finger of the dominant hand within the red las quickly and clearly as possible (see Figure 5.
1). After finishing writing the character, partiaipts were instructed to press the send buttonato th
information about the inputted character could éx& $0 a PC in which the handwriting recognition
software was running. The character recognitiorcgse was detailed in the section “Number of
writing attempts”. Each participant completed 2ds® of 27 prototype characters in 5 sizes. Within
each block, the order of the 27 characters in ferdifit sizes was randomized. In summary,
experiment data collection consisted of:

9 subjects x

2 blocks of trials %
27 characters x

5 target entry sizes

= 2430 drawing trials

At the end of the experiment, a questionnaire wiasimistrated to gather subjective opinions.
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5.4.3 Results and Analysis

Writing Time (WT)

Repeated measures ANOVA showed that EBS had ndisar main effect on writing time
(Fa32 = 0.592,p = 0.671). Post-hoc comparisons using the Bonféeramfjustment for multiple
comparisons found no significant difference betwaé&BSs. For EBS (1.5 x 1.5), EBS (2.0 x 2.0),
EBS (2.5 x 2.5), EBS (3.0 x 3.0) and EBS (3.5 %,3te mean WT was 2497ms, 2532ms, 2523ms,
2532ms and 2557ms respectively. There was no aitenaeffect on WT for character complexity x

EBS (Fge4= 0.42,p = 0.908).

Stroke Writing Speed (SWS)

1@
1
——
—
—_

Stroke Writing Speed (cmn/s)

S = N W & th o
— T

1.5x1.8 2.02.0 2.5%2.8 3.0+3.0 3.543.5
Size (cm~cm)
Figure 5. 3 The mean stroke writing speed for eaxtthy box size with twdvanded entry. Error bz

represent 0.95 confidence interval.

Repeated measures ANOVA showed a significant nféecteon SWS for EBSH; 3,= 46.284p
< 0.001) (see Figure 5. 3). Also, there was arractoon effect on SWS for character complexity x
EBS (Fsss = 4.432,p < 0.001). Post-hoc comparisons were performedgusire Bonferroni
adjustment for multiple comparisons, and it foudsignificant difference between EBS (2.52:5)
(Mean =5.948 cm/s) and EBS (3.8) (0 = 0.010) (Mean = 6.873cm/s), EBS (3.3.0) (Mean =
6.543cm/s) and EBS (3.5 3.5) (p = 0.129). Although these three EBSs can be groopesimilar
SWSs, they were significantly faster than EBS KLB5 ) ( < 0.005) (Mean = 4.560cm/s) and EBS

(2.0 x 2.0) (< 0.005) (Mean = 5.327cm/s).
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Size Ratio (SR)

0.8 r

0.6 - 1

Size Ratio

02

1515 2.0<2.0 2.5<2.5 3.03.0 3.5x3.5

Size (cm*cm)

Figure 5. 4 The mean size ratio for each entrydios with two-handed entry.

Repeated measures ANOVA showed that EBS had disartimain effect on SR 3,= 40.912,
p < 0.001). As illustrated in Figure 5. 4, smalld%usually led to larger SR. For EBS (1.5 x 1.5),
EBS (2.0 x 2.0), EBS (2.5 x 2.5), EBS (3.0 x 31 &BS (3.5 x 3.5), the mean SR was 0.929, 0.723,
0.598, 0.514 and 0.443 respectively. There was alsignificant interaction between character
complexity and EBS Hggq = 27.703,p < 0.001). Post-hoc comparisons using the Bonferron
adjustment showed significant differenge<{(0.005) between all EBSs except EBS (1.2.%) and

EBS (2.0 x2.0) (o = 0.023). Therefore, these two EBSs can be groapéddeir similar SRs.

Length of Protruding Strokes (LPS)

)
o

=l

o
——
—

Length of Protruding Strokes (cm
(=T — T — R —
oW ok
—
—

(5
-

1

1.5x<1.5  2.0x2.0 2.5x2.5 3.0x3.0 3.5x3.5

=3

Size (cm>*cm)

Figure 5. 5 The mean length of protruding strokesfch entry box size with two-handed entry.

An analysis of normality found that data of LPS evekewed, so a square root transformation

was applied to remedy the data. Repeated measi@¥A showed that EBS had a significant main
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effect on LPSK, 3, = 48.682p < 0.001). Figure 5 shows that LPS tended to bacedl when EBS
increased. Also, there was an interaction effedt®@ for character complexity x EBBg(s, = 39.982,

p < 0.001). Post-hoc comparisons were performedgusie Bonferroni adjustment for multiple
comparisons. The LPS of EBS (3.8) was the smallest with a mean of 0.061cm, whiiddwed no
significant differenced = 0.123) from EBS (3.0 »8.0) (Mean = 0.124cm). No significant difference
was found on LPS between EBS (3.8X0) and EBS (2.5 ®2.5) (Mean = 0.273cm). Moreover, the
LPSs produced by these three EBSs are significanibller than the LPSs produced by EBS (1.5 x
1.5) (Mean = 0.714cm)p(< 0.005) and EBS (2.0 x 2.0) (Mean = 0.453cp (0.005). Therefore,

EBS (2.5 x2.5), EBS (3.0 x3.0) and EBS (3.5 »3.5) can be grouped on their similar LPSs.

Number of Protruding Strokes (NPS)

18 r
1.6

ul g

12 -

0.8 -

0.6 I
0.4 I

02 - I

Number of Protruding Strokes
.

L5xLS 20920 2525  3.0x3.0 3.5<35

Size (cm>*cm)

Figure 5. 6 The mean number of protruding strobeg&ch entry box size with two-handed entry.

Because an analysis of normality found that thea ddt NPS were skewed, a square root
transformation was used to remedy the data. Repeatasures ANOVA showed that EBS had a
significant main effect on NP% {3, = 146.438p < 0.001). As illustrated in Figure 5. 6, small&%
led to larger NPS. For EBS (1.5 x 1.5), EBS (220, EBS (2.5 x 2.5), EBS (3.0 x 3.0) and EBS (3.5
x 3.5), the mean NPS was 1.457, 0.996, 0.608, 0aB230.178 respectively. There was also an
interaction effect on NPS for character complextyEBS Fgeq = 29.761,p < 0.001). Post-hoc
comparisons using the Bonferroni adjustment shcaveidnificant differencep(< 0.005) between all
EBSs except EBS (3.0 x3.0) and EBS (33%% (p = 0.030). Therefore, EBS (3.0 x3.0) and EBS (3.5

x 3.5) can be grouped on their similar NPSs.
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Number of Writing Attempt (NWA)

25 r
20
15

10

Writing Attempt Rate (%)

1.5<1L5  2.0-2.0 2.5<2.5 3.0-3.0 3.53.5

Size (cmx<cm)

Figure 5. 7 The writing attempt ratio for each gitox size with two-handed entry.

Data of NWA was analyzed by using the chi-squaseliased on standardized residuals. On the

frequency of NWA, we found that there is a stataty significant relationship between NWA and
EBS ()(f =11.31, p < 0.05) (see Figure 5. 7). InteresyingBS (2.5 x 2.5) seemed to support the

most accurate handwriting input, because it redufi¢he fewest NWA with a standardized residual at
-4.6. EBS (3.5 x 3.5) and EBS (3.0 x 3.0) produakdbst the same NWAs (z = -3.6 and z = -2.6

respectively) as EBS (2.5 x 2.5). The largest NV&&wroduced by EBS (1.5 x 1.5) (z = 9.4).

Subjective Preference

Dimension EBS EBS EBS EBS EBS
(1.5x 1.5) (2.0 x2.0) (2.5x2.5) (3.0 x3.0) (3.5x%3.5)
Writing speed 1.4 2.2 3.4 4.6 4.7
Utilization rate 4.9 4.6 4.1 3.4 2.8
Writing accuracy 1.4 22 3.9 4.3 4.8
Ease of writing 1.2 23 3.4 4.7 4.9
Fatigue of the finger 1.4 2.1 3.6 4.4 4.7

Table 5. 4 The participants’ preferences for eaBB Rith two-handed entry.

There was a significant difference found in theefffof the five EBSs on the overall preference
rating F43, = 53.059,p < 0.001) (see Table 5. 4). Post-hoc comparisoirsyuke Bonferroni
adjustment showed that EBS (3.5 x 3.5), EBS (M and EBS (2.5 x 2.5) were rated significantly
higher than the other two EBSs < 0.005). Moreover, no significant difference viasnd between

EBS (3.5 x 3.5), EBS (3.0 x 3.0) and EBS (2.5 %.Z'6erefore, these three EBSs can be grouped on
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the similar subjective preference.
Learning Effect

Repeated measures ANOVA showed no obvious leawfiegt on the WTK,g = 2.028,p =
0.192), SRSK; g= 3.305p = 0.107), LPSK; = 0.151p =0.707) and NP3~ 3= 0.146,p = 0.713)

between the two experimental blocks. As well, rasriéng effect was found on the frequency of NWA
()(12 = 0.01,p = 0.948) using a chi-square analysis. An importaaton that the participants could

keep their handwriting performance stable is tihatytwere familiar with the prototype Chinese

characters.

5.4.4 Discussion

Handwriting Speed

Writing time (WT) and Stroke writing speed (SWS)used to quantify handwriting speed.
Interestingly, our results show that for the fivB3S, users spent similar writing time on the
handwriting task. However, the analysis on SWS aksvéhat different EBSs can lead to different
stroke writing speeds. According to the analyssults, EBS (2.5 x2.5) is regarded as the smallest

EBS in which users can perform handwriting taskvaigh speed.
Utilization Rate of Entry Area

It is evident that users prefer a large entry &sehandwriting input. However, a larger entry area
may lead to a lower utilization rate of entry ar@éandwriting character may occupy only a smathar
In this study, size ratio (SR) is applied to quidzdiion of entry area utilization rate; larger SR
represent higher utilization rate. Our resultscatk that EBS (1.5 %.5) and EBS (2.0 2.0) resulted
in a similar high utilization rate of entry arealti®ugh the SR produced by EBS (2.52:6) was
smaller than that produced by EBS (1.5.%8) and EBS (2.0 2.0), it was significantly larger than that

produced by EBS (3.03.0) and EBS (3.5 8.5), suggesting that EBS (2.25) could also generate
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a high utilization rate of entry area.

Ease of Writing

Length and number of protruding strokes (LPS an@&N\dte applied to the description of the
ease of writing; shorter LPS and smaller NPS regmtesasier handwriting input within a given area.
Although the NPS produced by EBS (2.5 x 2.5) wagelathan that produced by EBS (3.0 x 3.0)
and EBS (3.5 x 3.5), these three EBSs resultednitas LPSs. Therefore, EBS (2.5 x 2.5) can be

considered to be the smallest entry box size irclvhbers can perform a handwriting task easily.

Entry Accuracy

The number of writing attempts (NWA) is used toatiése entry accuracy. Although the entry
accuracy mainly depends on the recognition abilfthandwriting recognition software, our results
indicate that entry box size had an effect on eatguracy. For EBS (1.5 x 1.5), the reason why this
size produced the lowest entry accuracy may beubets can not write each stroke clearly within
the small area. EBS (2.5 x 2.5) seems to supperttbst accurate handwriting input, because it
resulted in the fewest NWA. Moreover, EBS (3.0 8)3&and EBS (3.5 x 3.5) led to similar entry
accuracy as that produced by EBS (2.5 x 2.5). Toexewe believe EBS (2.5 x 2.5) is the smallest

entry box size in which users can perform handmgitnput with high entry accuracy.

Subjective Preference

According to the preference ratings of these fi&SE, EBS (2.5 x 2.5) had a comparatively
high overall rating. The result is fairly considtevith the analysis of handwriting speed, utilipati
rate of entry area, ease of writing and entry amyur

In summary, for two-handed handwriting input, thaimal entry box size was found to be

2.5cm x 2.5cm.
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5.5 Experiment Two (One-Handed Entry)

5.5.1 Participants and Equipment

The same nine subjects who participated in the Exgat one took part in Experiment two.

The same equipments were used as in Experiment one.

5.5.2 Task and Procedure

Figure 5. 8 User in the one-handed entry envirorimen

A similar writing task and procedure used in Expent one was carried out in this experiment.
The only difference was that in this experimentipgrants were asked to perform the writing task
with the thumb of their dominant hand while holdihg device with the dominant hand (see Figure
5. 8). The mean physical width and mean physica]tte of the thumb used for writing were listed in

Table 3.

5.5.3 Results and Analysis

Writing Time (WT)

Repeated measures ANOVA showed that EBS had ndfisaggnt main effect on writing time

(Fa32 = 0.805,p = 0.531). Post-hoc comparisons using the Bonferamljustment for multiple
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comparisons revealed no significant difference ketwall EBSs. For EBS (1.5 x 1.5), EBS (2.0 x 2.0),
EBS (2.5 x 2.5), EBS (3.0 x 3.0) and EBS (3.5 %,3te mean WT was 3149ms, 3127ms, 3185ms,
3204ms and 3167ms respectively. There was alsoigrfisant interaction between character

complexity and EBSHg g4 = 0.495,p = 0.855).

Stroke Writing Speed (SWS)

=

Stroke Writing Speed (cm/s)
< L 2 “ &= A =
! — : T !

1.5+1.5 2.0=2.0 2.5x2.5 3.0:3.0 3.5-3.5

Size (cm*cm)

Figure 5. 9 The mean stroke writing speed for eatthy box size with one-handed entry.

Repeated measures ANOVA showed that EBS had dfisagrii main effect on SWS- 3, =
49.531,p < 0.001) (see Figure 5. 9). However, there wastavaction effect on SWS for character
complexity x EBS Egeq = 2.031,p = 0.057). Post-hoc comparisons were performedgutie
Bonferroni adjustment for multiple comparisons, &fdund no significant difference between EBS
(2.5 x2.5) (Mean = 4.997cm/s) and EBS (3.8.8) (0 = 0.046) (Mean = 5.291cm/s). Moreover, these
two EBSs were significantly fastgr € 0.005) than EBS (1.5 x 1.5) (Mean = 3.930cmis) BBS (2.0
x 2.0) (Mean = 4.530cm/s) but significantly slowteean EBS (3.5x 3.5) (Mean = 5.632cm/s).

Therefore, EBS (2.5 ®2.5) and EBS (3.0 »8.0) can be grouped on the similar SWSs.
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Size Ratio (SR)
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Figure 5. 10 The mean size ratio for each entrydiox with one-handed entry.

Repeated measures ANOVA showed that EBS had disagrtimain effect on SR 3, = 41.358,
p<0.001). Asillustrated in Figure 5. 10, smalE8®S normally led to larger SR. For EBS (1.5 x 1.5)
EBS (2.0 x 2.0), EBS (2.5 x 2.5), EBS (3.0 x 31@) &BS (3.5 x 3.5), the mean SR was 0.964, 0.764,
0.590, 0.485 and 0.403 respectively. There was aisdnteraction effect on SR for character
complexity x EBS Fgeq = 7.399,p < 0.001). Post-hoc comparisons were performedgutie
Bonferroni adjustment for multiple comparisons, andound significant differencep(< 0.005)
between all EBSs except EBS (1.4.%5) and EBS (2.0 2.0) = 0.127). Therefore, EBS (1.51x5)

and EBS (2.0 x2.0) can be grouped on their similar SRs.

Length of Protruding Strokes (LPS)
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Figure 5. 11 The mean length of protruding strdke®ach entry box size with one-handed entry.
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An analysis of normality found that the data for S_Rvere skewed, so a square root
transformation was used to remedy the data. Repeatmsures ANOVA showed that EBS had a
significant main effect on LP3{3,= 39.111p < 0.001). Figure 5. 11 shows that LPS tended to be
reduced when EBS increased. Also, there was araatten effect on LPS for character complexity x
EBS Fses = 16.982,p < 0.001). Post-hoc comparisons were performedgugiie Bonferroni
adjustment for multiple comparisons. The LPS of EBS x 3.5) was the smallest with a mean of
0.062cm, which was found to have no significanfiedénce p = 0.035) from EBS (3.0 8.0) (Mean
= 0.197cm). There was no significant difference.Bi® between EBS (3.0%0) and EBS (2.5 2.5)
(Mean = 0.369cm)p( = 0.010), and also between EBS (2.2%) and EBS (2.0 »2.0) (Mean =
0.586cm) p = 0.037). Moreover, the LPSs produced by theseE®Ss are significantly smaller than
the LPS produced by EBS (1.5 x 1.5) (Mean = 0.843smthese four EBSs can be grouped on their

similar LPSs.

Number of Protruding Strokes (NPS)
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Figure 5. 12 The mean number of protruding strd&esach entry box size with one-handed entry.

Because an analysis of normality found that dataNBfS were skewed, a square root
transformation was applied to remedy the data. Repemeasures ANOVA showed that EBS had a
significant main effect on NP&{3,=110.422p < 0.001). As illustrated in Figure 5. 12, smal8S
generally led to larger NPS. For EBS (1.5 x 1.BSKE2.0 x 2.0), EBS (2.5 x 2.5), EBS (3.0 x 3.0J an
EBS (3.5 x 3.5), the mean NPS was 1.610, 1.16820(r446 and 0.172 respectively. There was also

an interaction effect on NPS for character compyexi EBS g4 = 14.815,p < 0.001). Post-hoc
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comparisons were performed using the Bonferronisidjent for multiple comparisons, and it found
significant differencef( < 0.005) between all EBSs except EBS (3.0 x3.@)EBS (3.5 x3.5) p =

0.011). Therefore, these two EBSs can be grouptdtiheir similar NPSs.

Number of Writing Attempt (NWA)

The chi-square test based on standardized residvagsapplied to NWA analysis. On the
frequency of NWA, no statistically significant rétaship was found between NWA and EB,$§( =

5.938,p = 0.204) (see Figure 5. 13). EBS (3.5 x 3.5) teduih the fewest NWA with a standardized
residual at -5.4. EBS (2.5 x 2.5) produced almuostsame NWAs (z = -3.4) as EBS (3.5 x 3.5). EBS

(2.0 x 2.0) and EBS (3.0 x 3.0) resulted in alntiestsame NWAs (z = 0.6 and z = -0.4 respectively).

Writing Attempt Rate (%)
™

1.5¢1.5

2.0<2.0

25425 3.0%3.0

Size (cm cm)

Figure 5. 13 The writing attempt rate for eachebtrx size with on-handed entry.

The largest NWA was produced by EBS (1.5 x 1.5) &6).

Subjective Preferences

3.5:3.5

Dimension EBS EBS EBS EBS EBS

(1.5 x1.5) (2.0 %2.0) (2.5x2.5) (3.0 x3.0) (3.5 % 3.5)
‘Writing speed 1.7 2.0 3.4 3.8 4.6
Utilization rate 4.9 4.8 4.1 33 2.7
‘Writing accuracy 1.4 2.0 3.9 4.1 4.4
Ease of writing 1.0 1.7 3.0 4.2 4.3
Fatigue of the finger 11 2.0 32 4.0 4.1

Table 5. 5 The participants’ preferences for eaBB Rith one-handed entry.

There was a significant difference found in theeffiof five EBS on the overall preference rating
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(Fa32 = 47.963,p < 0.001) (see Table 5). Post-hoc comparisons usiegdonferroni adjustment
showed that EBS (3.5 x 3.5), EBS (3.0 x 3.0) an& EB5 x 2.5) were rated significantly higher than
the other two EBS9(< 0.005). Moreover, no significant difference viasnd between EBS (3.5 x
3.5) and EBS (3.0 x 3.0pE 1.000), EBS (3.0 x 3.0) and EBS (2.5 x 2/5¥(0.516), and also EBS
(3.5 x 3.5) and EBS (2.5 x 2.5) £ 0.790). Therefore, these three EBSs can be gdowjib similar

subjective preferences.
Learning Effect

We collected 2 blocks of data to investigate therang effect. Repeated measures ANOVA
showed no obvious learning effect on the VWFT o= 4.201,p = 0.075), SRSK; g = 2.074,p = 0.188)

and LPS IE1 g = 4.459,p = 0.068) between the two experimental blocks. &f#,wmo learning effect
was found on the frequency of NWA(f = 0.01,p = 0.913) using a chi-square analysis. Although

there is a significant main effect for block on NfFgs = 9.186,p < 0.05), the overall results showed
that the learning effect was minor and participdrad already reached a steady performance from

block one.

5.5.4 Discussion

Handwriting Speed

Writing time (WT) and Stroke writing speed (SWSuged to quantify handwriting speed. The
writing times of all EBSs were similar, but diffeiteEBSs resulted in different stroke writing speeds
Analysis results of WT and SWS suggest EBS (2.55% 2 the smallest EBS in which users can

perform handwriting tasks with high handwriting sde
Utilization Rate of Entry Area

Size ratio (SR) is applied to quantification ofrgrdrea utilization rate. The results of entry area

utilization rate for one-handed entry are consistégth the results obtained in the experiment with
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two-handed entry; EBS (1.5 x 1.5) and EBS (2.00) &sulted in a similar high utilization rate of

the entry area. It should be noted that, the SRIymed by EBS (2.5 x 2.5) was smaller than that
produced by EBS (1.5 x 1.5) and EBS (2.0 x 2.0)smyrtificantly larger than that produced by EBS
(3.0 x 3.0) and EBS (3.5 x 3.5). This indicates t6BBS (2.5 x 2.5) could also generate a high

utilization rate of entry area.

Ease of Writing

Length and number of protruding strokes (LPS an&)\d#e applied to description of ease of
writing. Although the NPS produced by EBS (2.5 8)2wvas significantly larger than that produced
by EBS (3.0 x 3.0) and EBS (3.5 x 3.5), these tE®8s resulted in similar LPSs. The similar LPS
was also obtained in EBS (2.0 x 2.0), but the NB*EBS (2.0 x 2.0) was significantly larger than
that for EBS (2.5 x 2.5). Therefore, EBS (2.5 X) 2&n be regarded as the smallest entry box size in

which users can perform handwriting task easily.

Entry Accuracy

The number of writing attempts (NWA) is used to aig® entry accuracy. For one-handed
entry, EBS (3.5 x 3.5) produced the fewest NWA. Idegr, it should be noted that EBS (2.5 x 2.5)
and EBS (3.5 x 3.5) resulted in almost the same N¥Wygesting that EBS (2.5 x 2.5) can also

support accurate handwriting input.

Subijective Preferences

According to the preference ratings of these fiBSE, EBS (2.5 x 2.5) had a comparatively
high overall rating. The subjective rating resuliswin fairly good agreement with the analysis
results of handwriting speed, utilization rate ofrg area, entry accuracy and ease of writing.

According to the overall analysis results of haritiag speed, utilization rate of entry area,
entry accuracy, ease of writing and subjective guegfce, for one-handed handwriting input, the

optimal entry box size was found to be 2.5cm x12.5¢
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5.6 General Discussion and Future Work

5.6.1 Handwriting Performance within an Entry Area

Handwriting activity is both cognitive and physicéthe coordinated movement of thoughts,
hand and eye [94]. This study deeply explored haiticiy performance within an entry area. Before
designing the experiment, we expected that largéy esize would lead to greater writing speed,
higher accuracy, greater ease of writing and highbjective evaluation, but lower utilization rafe
entry area; and that for smaller entry size, thmultewould be the opposite for all criterions. We
aimed to find out the optimal entry box size inmerof a tradeoff among the above criterions.
Therefore, we defined the optimal entry size foaraleter handwriting as the smallest input area in
which the user can input characters with high eatga utilization rate, great writing speed, high
character recognition rates, small number and $bogth of stroke protrusions outside the area and
high subjective assessment (for example, ease ibhgvand degree of fatigue). According to this
definition, we defined seven dependent variablas sorted them into five measures: handwriting
speed, utilization rate of entry area, accuracye ed writing and subjective evaluation. Inspirgd b
previous studies ([72], [89], [79]), we performedietailed analysis for each measure to find the
optimal entry box size. For both one-handed emi tavo-handed entry, the results show that there
was no significant difference among EBS (2.5 x,2E8S (3.0 x 3.0) and EBS (3.5 x 3.5) in terms
of handwriting speed, ease of writing, entry accyrand subjective evaluation. In addition,
although utilization rate of entry area produceddBS (2.5 x 2.5) was smaller than that produced
by EBS (1.5 x 1.5) and EBS (2.0 x 2.0), it was Sigantly larger than that produced by EBS (3.0 x
3.0) and EBS (3.5 x 3.5), suggesting that EBS ¥2255) could also generate a high utilization rate
of entry area. Therefore, it can be concluded Big$ (2.5 x 2.5) is large enough for fast, accurate
and easy handwriting with a high entry area utiicra rate and subjective evaluation. This result
reveals that different entry box sizes can resullifferent handwriting performance and highlights
the importance of entry box size for handwritingut

Handwriting speed and handwriting accuracy are important factors in handwriting
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performance. High handwriting speed usually indisdhat the user can write characters easily. Our
results show that the user can achieve a high hédtimiywspeed if the entry area is larger than 2.5cm
x 2.5cm. Although the participants generally repdrthat larger entry area can lead to greater
writing speed, for entry areas larger than 2.5c.5cm, there was no significant speed increase
according to the experimental data analysis. Anoii@ortant point in evaluation of handwriting
performance is handwriting accuracy. Our resuliicate that inputted characters can be recognized
well if the entry area size is 2.5cm x 2.5cm ogdar The analysis of handwriting speed and length
and number of protruding strokes shows that the weate faster with shorter and fewer protruding
strokes in a large entry area than in a small Bran this, we infer that the user can write chamnact
more clearly in a larger entry area. Thereforepitgal characters in a large area should be clear
enough for the handwriting recognition softwaredgoognize them correctly. The same can also be
inferred from the subjective reports of the experital participants; over half of them said: “The

entry box with 1.5cm x 1.5cm is too small to wsteokes clearly and comfortably”.

5.6.2 Controlled Factors and Uncontrolled Factorsn the Experiment

We carefully designed the experiment and contralfer possible confounding factors for the
purpose of our study. The main controlled factarghe experiment were: 1) entry box position: the
entry box was set in the center of the screen efetkperimental device. According to the study
conducted by Karlson et al. [38] this entry area sapport fast tapping, hence may also support fast
handwriting; 2) prototype Chinese characters: thebaracters are commonly used Chinese
characters. The participants may write these cherataster and easier than they can write rarely
used characters; 3) participants: the participamee younger adults and were familiar with the
Chinese characters used in the experiment; thégecssi may perform better than children and elder
adults as well as users who are not familiar withse characters; 4) body posture: the participants
were asked to sit in a chair to perform the tasWsich may lead to a better performance than
standing or walking; 5) experimental device: th@erikment was conducted on a HTC touch HD
mini smartphone, a popular touch-based mobile phwitie a HVGA screen. The conclusion that

2.5cm x 2.5cm is the optimal entry box size wasvdrdy using the controlled experiment setup
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described above. This entry box size will help thalesigner design a rational screen layout which
can display more information and also allow usersvtite with ease and high efficiency. If the

screen area is large enough, the designer cargertlae entry box size accordingly, although this
may not significantly improve the user’s handwutiperformance according to the results of this
study. For other scenarios, such as walking, thelteof this study provide important guidelines to
help the Ul designer set up some handwriting ebtry sizes for evaluation. By examining the

handwriting performance within these boxes, thagies can determine the optimal entry box size
according to the methodology proposed in this st@iythe other hand, the uncontrolled factors in
the experiment mainly referred to the participasisch as their moods and fatigue level when
performing the experiment.

Because our goal was to determine optimal entry dimensions by measuring handwriting
performance variables in different EBSs, the experits were designed and conducted in a lab
setting that allowed us to efficiently collect agla amount of data for quantitative analysis. In ou
experiments, the entry box position was set inciseter of the screen of the experimental device.
However, in mobile phones such as iPhone 4 (Appie),lthe entry box is set at the bottom of the
screen. Nevertheless, using the methodology obtudly, optimal entry box size can be determined
for any entry box position. In future work, we wekamine optimal entry box size in different
regions of the screen. Also, we will continue tglexe the impact of user age (younger or older
subjects) and body posture (sitting, standing aaliing) on handwriting input and we will identify

the optimal entry box size for different body pastiand different user age groups.

5.7 Conclusion

Two experiments were conducted to investigate tpémal finger-based entry size in
touch-based mobile phones for two commonly usedhé&da handwriting input styles: two-handed
entry with the non-dominant hand holding the dewacel the index finger of the dominant hand
entering characters; and one-handed entry witlidimeinant hand holding the device and the thumb
of the dominant hand being used for character eAtryet of variables for performance measure

were proposed and a detailed analysis procedure caased out here, which enabled the
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determination of the optimal entry box size for dhanting input. For both one-handed entry and
two-handed entry, the optimal entry box size wamébto be 2.5cmx2.5cm, suggesting that this size
of entry box is large enough for fast and accuhatiedwriting with high entry area utilization rate
and few, short protruding strokes. We believe ttseruinterface design for handwriting in
touch-based mobile phones can be benefit fromxperamental results and the methodology of this

study.
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Chapter 6 A Comparison of Flick and Ring

Document Scrolling in Mobile Environments

6.1 Introduction

Advances in processing speed and memory allow mgltiiones to support a number of
applications such as text view and edit. However,amall screen area of mobile phones restricts the
size of displayed text. Therefore, the user hastéract more fluently with the device in ordemet
to the desired location in the text. Thus scrollisgmportant for the support of many document
related tasks in mobile phones.

As two commonly employed techniques for documernt kst navigation, flick and ring are
present in a wide range of electronic devices thioly touch-based mobile phones and portable
media players. In flick gesture a finger slidesifine along the screen. As an intuitive and nétura
form, flick has been commonly employed in touchdshmobile phones such as the iPhone. On the
other hand, ring is used to effect document sailby means of circular strokes. Ring serves as an
efficient scrolling technique in mobile devices bas the Apple iPod.

For efficient interaction with digital devices fecrolling documents, much research in recent
years has focused on the design and analysisc&fdhd ring techniques [1], [21], [65], [84], [93],
[109]. For example, Aliakseyeu et al. [1] systewelty investigated the effectiveness of multi-flick
in pen-based interfaces by designing several fiaked scrolling techniques and comparing their
performance with that of a scrollbar. In the studwlti-flick technique achieved as good a
performance as the scrollbar. Inspired by the hardwgcrolling rings like the one in the Apple iPod,
Moscovich and Hughes [65] proposed a techniquesdoolling through documents by means of a
virtual scroll ring.

However, to the best of our knowledge, the perforrea of these two techniques in
touch-based mobile phones have never been directhgpared in a formal evaluation. The
widespread use of flick and ring for document sorglin touch-based mobile devices signified the
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importance of these two scrolling techniques. Areroguestion is which scrolling technique
performs better in the context of document navigatiasks. We would like to explore the design
space of scrolling techniqgues on mobile deviced awmaluate these designs in two mobile
environments: sitting and walking. Finding the atteges and disadvantages of each scrolling
technique can expedite the design of scrollingriegles and result in significant benefits to users.

This study describes two experiments in which wangred the performance of flick and ring
scrolling for document navigation in touch-basedbitf@ophones using three input methods (index
finger, thumb, and pen), under two mobile environtaesitting and walking respectively. In index
finger input, the non-dominant hand holds the dewnd the index finger of the dominant hand is
used for gesturing. In thumb input, the dominanbch&olds the device and the thumb of the
dominant hand is used for gesturing. Although pgsui is not prevalent in touch-based mobile
phones, it can be an alternative to finger inpus@me cases such as when users operate small
targets in mobile phones [77]. Hence, we also coatpthe performances of flick and ring with pen
input. A variant of Fitts' reciprocal tapping taskhich is similar to that used by Hinckley et &7]
was used to thoroughly compare flick scrolling and scrolling.

This study begins with a review of related workyexing literature on flick scrolling, ring
scrolling, device-independent scrolling and moventieme models for scrolling. This is followed by
a description of the experiment design. Then wegretwo quantitative experiments. After each
experiment, we discuss the results for that expanintinally, we provide several guidelines for the

design of scrolling techniques in mobile phones.

6.2 Related Work

This work builds upon four areas of previous reseamost of which focused on pen-based
interaction. The first refers to the flick scrollirechnique. The second is a body of work on ring
scrolling technique. The third one is about dewiméependent scrolling. The last is movement time

models for scrolling. We review each in turn.
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6.2.1 Flick Scrolling Technique

Flick scrolling is an intuitive and natural scrotj method for mobile touch devices such as the
iPhone. Aliakseyeu et al. [1] designed four flicksked scrolling (multi-flick) techniques and
compared them with the traditional scrollbar fovigating lists and documents on different devices
(PDA, tablet PC, large table). In the study, militk technique achieved as good performance as
the scrollbar. Yin and Ren [114] used pen prestuienprove the performance of flick-based and
ring-based scrolling techniques. Experimental tssindicated that the techniques with pressure
information performed better than that without gree information. However, they did not pay

attention to the comparison of flick and ring teicjues.

6.2.2 Ring Scrolling Technique

Ring gesture is a circular motion. Rotating scralieels is one of the most widely adopted
scrolling techniques in devices such as iPod. &amvork by Wherry [109] investigated the
performance of a touchpad scroll ring, a mousellsefeel and touchpad scroll zone in a variant of
Fitts' tapping task; the scroll ring performed éaswith fewer errors. To improve list selection
performance, Diehl et al. [21] designed a noveblscing with pressure sensitivity. Results indieat
this scrolling ring could offer a potential intetian advantage.

Inspired by the hardware scrolling ring such as ilhahe Apple iPod, Moscovich and Hughes
[65] proposed a technique for scrolling through woents by means of a virtual scroll ring. The
technigue used the amplitude and frequency of itegetircular movement, rather than the angle
and radius, to better support ring document saglliResults showed that VSR performed at least as
well as a mouse wheel for medium and long distgrases was preferred by users.

In order to better support scrolling on touch daggl Smith and Schraefel [93] designed a
radial scroll widget: the scrolling time for thersit widget was shorter than that for the traditibn
scrollbar for short scrolling distance. Howeveg #troll widget suffered a drawback that the user
must maintain visual focus on it. Curve dial [Bdhcsupport eyes-free parameter entry for document

scrolling, as it tracked the curvature arc ratlemntthe center. Radial scroll tool and curve dial
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selected a minimum of three points to determineahgle of curvature, which inspired the ring

technique design in our study.

6.2.3 Device-independent Scrolling

As an easy to implement technique, the scrollbas baen widely used for navigating
documents in a wide range of electronic devicekidieg computers, graphing calculators, mobile
phones, and portable media players. Igrashi antléiirf35] proposed a novel navigation technique
for browsing large documents, speed-dependent atiiwmooming (SDAZ), which use scrolling
combined with an automatic zooming mechanism tovigeo fast visual search. A user study
demonstrated the effectiveness of their techniflipper [95] is a variation of SDAZ technique,
which can enable the user to scroll at high rates mage at a time. Cockburn et al. [19] proposed
displacement-dependent automatic zooming (DDAZ)chvican be used to navigate documents by
scrolling and zooming in proportion to the amouhftcarsor displacement. Results showed that
DDAZ was faster for scrolling than SDAZ. From awief eliminating most scrolling, Cockburn et
al. [18] proposed Space-Filling Thumbnails (SFThick aims to provide fast document navigation

by using an overview display.

6.2.4 Movement Time Model for Scrolling

A quantitative human performance model would featiéi the design and evaluation of scrolling
techniques by quantitatively predicting their a#fiecy before running extensive user studies. In a
early study, Zhai et al. [117] investigated thefpenance of three input methods (mouse with
isometric joystick, mouse with a track wheel, amn® thanded joystick and mouse) in a task that
involved both scrolling and pointing. The result®wed that a mouse with a finger wheel did not
improve user’s performance but the other input wdshsignificantly improved users' performance.
In a noteworthy analytical study, Hinckley et &7] have shown that Fitts' law can model certain
scrolling patterns. In the study, participants wasked to perform a variant of Fitts' reciprocal

tapping task by means of a IBM ScrollPoint and talliMouse Wheel. However, the study did not
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examine the applicability of Fitts' law for ring éflick document scrolling in touch-based mobile
phones. Another movement time model for scrollingsvproposed by Andersen [2] (Andersen’s
model), taking into account that Fitts' law was eleped for "aimed" movement but for scrolling
tasks the target position is usually not known. $tugly indicated that movement time was linearly
dependent on the target distance. In our studyiuviker examined the effectiveness of Fitts' Law
and Andersen model for the prediction of movemine twith ring and flick document scrolling in

touch-based mobile phones.

6.3 Method

6.3.1 Flick and Ring Techniques

Pl -
p1 P& g3

P2

(a) (b)

Figure 6. 1 The illustration of (a) flick scrollirand (b) ring scrolling.

The flick technique used here was designed baseth@rmethod proposed in [114]. As
illustrated in Figure 6. 1la, p2(x2, y2) and pl(y¥1l) respectively denote the current and previous
points in a gesture trajectory. The document dogliistance is equal to the absolute value of-(y2
y1). The document scrolling direction is determifmgdthe sign of (y2 - y1): if the sign is negative,
the document will scroll forward. Otherwise, thecdment will scroll backward.

On the other hand, for ring technique, we utilizechethod similar to that used in [84], [93],
[114]. As illustrated in Figure 6. 1b, there arenamimum of three points pl, p2 and p3 (pl is a

previous point of p2, and p2 is a previous poinp®f in a gesture trajecto.denotes the angle that
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rotates from the vector (p1, p2) to the vector (2, The document scrolling distance is equd to
x R/2r (Ris a constant with a value of 220 pixels). TheHiag direction is determined by the sign
of the dot product of the vector (p1, p2) and thetor (p2, p3): if the sign is positive, the docuate
would scroll forward. Otherwise, the document gitlroll backward. Scrolling by angle indicates
that fast and small circles can cause fast scgliwhile slow and large circles can cause slow

scrolling.

6.3.2 Reciprocal Framing Task for Scrolling

M~ — Gl
3 The habit of attention becomes mar]. l

44 life, if we bagin esrly enough I {

45 grown up pecple say * I could met

46 attention on the sermon or book

» Target Line
» Frame

S8 T T were & Boy Agwin
S8 If T were a boy again, T would prai

» End Button

Figure 6. 2 Experimental interface.

The experimental task was similar to [27], whictsveavariant of Fitts' reciprocal tapping task.
In the experiment, participants were instructeds¢ooll down and up, moving back and forth
between two target lines in a document using fticking technique. As illustrated in Figure 6. 2, a
document consisted of 288 lines with a line heighfl1 pixels (0.30 cm) was used. We assigned
every line a unique number, starting at 1 for ih& fine and incrementing by 1 for each successive
line. We expected that these numbers can helpcjpamtits to find the target lines easily. The iitia
target line appeared with red and the second osemeasked by blue. A frame was placed at the left
of the task window and always centered on the actearticipants were asked to scroll a target line
toward the range of the screen range identifiedhbyframe. Once the target line fully entered the

identified screen range, participants were askegréss the end button in order to complete the
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current scrolling and continue the next scrollimgeanwhile, the target line will disappear. If
participants pressed the end button without thgetdine fully entering the identified screen range
warning beep tone would be present to them, buasked them to continue to scroll toward the next

target.
6.4 Experiment One: in Sitting Posture

6.4.1 Participants

Ten participants, 9 males and 1 female, from 2Brtgears of age, took part in this experiment.
All of them were right-handed and had prior expsrewith bare finger operation on touch screen

devices such as iPhone. Six of them had prior éxpes operating digital screens with digital styli.

6.4.2 Apparatus

The study was conducted on a HTC Touch HD mini siplaone equipped a capacitive touch
screen with HVGA resolution. The screen size isiBch and its resolution was 320480 pixels.
The platform is Windows Mobile 6.5 ProfessionalwHTC Sense. The experimental program was

designed in the C# environment.

6.4.3 Task and Procedure

Figure 6. 3 (a) Index fiiger input. (b) Pen input. (¢) Thumb input. (d)Rgsant in the experimeni

environment
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When performing the experimental task, participavse asked to sit in a chair (see Figure 6.
3d). The experiment used a3 2 x 4 x 3 within-factor design with a variety of planned
comparisons. The independent variables were ingtthod (index finger, pen and thumb, see Figure
6. 3a, b, c respectively), scrolling techniqueckfliand ring), target distance (20, 60, 120 and 200
lines), and frame width (3, 6 and 12 lines). A f{jély-balanced) Latin-square was used to
counterbalance the order of the presentation ofrthet method and scrolling technique. For each
input method and scrolling technique, the ordethef4 target distances for the 3 frame widths was
randomized. For each target distance and framehwidé participants completed 7 individual target
acquisitions (phase). The participants on averagk 60 minutes to complete the experiment. In
summary, experiment data collection consisted of:

10 subjects¢

3 input methods

2 scrolling techniques

4 target distances

3 frame widths<

7 phases

= 5040 scrolling trials

At the end of the experiment, a questionnaire velsimistrated to gather subjective opinions.
Participants were asked to rate flick and ring éaich input method on 7-point Likert Scales
regardingmovement speed, easy to position target dindhand fatigue(7 for highest preference,

and 1 for lowest preference).

6.4.4 Results

Learning Effects

Recall that for each target distance and framehyidach participant performed 7 phases. In
order to ensure data stability, we first checked larning effect on movement time over the 7

phases to see if the data we collected had reacheekl of stability. Movement time is defined as
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the duration from the moment the pen or finger b@scthe screen to the moment the target line last

enter the region specified by the frame before'¢imel” button is pressed.

5

==Flick -B=Ring

MovementTime (s)
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Figure 6. 4 Mean movement time for each phase amdiag technique.

As shown in Figure 6. 4, for flick technique, reebmeasures ANOVA showed that phase had
a significant main effect on movement timeés; (54 = 12.43,p < 0.001). Post-hoc comparisons
revealed that the first phase had a significangéormovement time than the other phages 0.05).
Therefore, we excluded the data the first phasdhferrest of our analysis. On the other hand, in
respect to ring technique, although no significaatn effect was found on movement time for phase
(Fe, 54 = 2.06,p = 0.07), it was found the first phase resulted significant longer movement time
than the third, fifth and seventh phape<(0.05 for all); in these four phases, the expenital tasks
were the same: moving the red target line into rbgion specified by the frame. Hence, data

excluded the first phase was applied to the restiohnalysis.

Number of Crossings (NC)

When moving the target line into the screen regipecified by the frame, participants
sometimes crossed the frame more than once. Nuohlceossings is defined as the number of times
the target line enters or leaves the specifieddreggion for a particular trail with one targettdice
and frame width, minus 1.

Regarding index finger input, repeated measures ¥¥€howed a significant main effect on
NC for scrolling techniqueF; ¢ = 107.37p < 0.001). The mean NC was 2.14 in the flick coodit

and 5.05 in the ring condition for each targetatise and frame width. Other independent variables
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influenced NC. A significant main effect was founid NC for target distancé&{ ,;= 7.08,p < 0.01)
and frame widthK,, 5= 47.49,p < 0.001). Interesting, although there was no ficant interaction
effect on NC for frame width, there was an intamactbetween scrolling technique and target
distancet; ,7=3.76,p < 0.05).

For pen input, there was a significant main efeciNC for scrolling techniqud-{ o= 41.90p
< 0.001). The mean NC was 1.83 in the flick conditand 5.04 in the ring condition for each target
distance and frame width. There was a significaain effect on NC for target distande; (7 =
5.88,p < 0.01) and frame width§ 15= 47.49,p < 0.001). Although no significant interaction effe
was found between scrolling technique and targgadce, there was a strong interaction between
scrolling technique and frame width,(;5= 4.14,p < 0.05).

With respect to thumb input, a significant maireetfwas found on NC for scrolling technique
(F1,9=75.21p < 0.001). The mean NC was 0.73 in the flick cdoditand 3.08 in the ring condition
for each target distance and frame width. The framkh had a significant main effect on NE; (15
= 35.07,p < 0.001). Although there was no significant int¢i@n between scrolling technique and
target distance, there was a strong interactiowdsst scrolling technique and frame widH (s =
8.66,p < 0.05).

Overall, for index finger, pen and thumb input,gritechnique resulted in more NC than flick
technique, indicating it is difficult for participés to position the target line within the framéngs
ring technique. More NC indicated that it would édlknger time to position the target line within
the frame, which may vyield a false measuremenhefmhovement time of scrolling. Therefore, to
analyze movement time, we excluded the data oe#perimental trial in which NC was greater

than 3.

Movement Time (MT)

Movement time, as defined in the section “learngfiggcts”, is another basic measure of the

performance of scrolling technique.
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6.4 Experiment One: in Sitting Posture

10

M Flick ™ Ring M Flick m Ring

Movement Time (s)
MovementTime (s)
o = MW ~ w [4)]

20 60 120 200 8 6 12
Distance of Target (lines) Width of Frame (lines)

(a) (b)

Figure 6. 5Regarding index finger input, mean movement timetfam scrolling techniques for ec

(a) target distance and (b) frame width. Error bapesent 0.95 confidence interval.

For index finger input, repeated measures ANOVAws that scrolling technique had a
significant main effect on MTH;, ¢ = 51.54,p < 0.001). The mean MT was 2.82s for flick techeiqu
and 3.86s for ring technique. Other independenalibas influenced MT. A significant main effect
was found on MT for target distandes;(,; = 567.55,p < 0.001) and frame width§ ;5= 87.23p <
0.001). There was an interaction between scroliimipnique and target distandg; (; = 6.65,p <
0.01) (see Figure 6. 5a). In addition, there wagaificant interaction between scrolling technique
and frame width K, 13 = 14.59,p < 0.001) (see Figure 6. 5b). The results indicateat flick

performed faster than ring when users performeallsty task by means of the index finger.

10

M Flick ®Ring M Flick ®mRing
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MovementTime (s)
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Figure 6. 6 Regarding pen input, ammovement time for two scrolling techniques facte (a) targ

distance and (b) frame width.

In respect to pen input, there was no significaainneffect on MT for scrolling techniquéy( o

= 2.59,p = 0.14). The mean MT was 3.39s for flick technigunel 3.65s for ring technique. There
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6.4 Experiment One: in Sitting Posture

was a significant main effect on MT for target diste F; ,7 = 588.87,p < 0.001) and frame width
(F2, 18 = 98.64,p < 0.001). A significant interaction effect on mawent time was found between
scrolling technique and frame widtk,(15 = 12.12,p < 0.001) (see Figure 6. 6b). Interesting, as
illustrated in Figure 6. 6a, there was also anrauiion between scrolling technique and target
distance 5 ;7= 3.85,p < 0.05). Ring resulted in a longer MT than flick the target distance with

20, 60, 120 lines, but shorter MT for the targstatice with 200 lines.

M Flicky® Ring M Flick m Ring

Movement Time (s)
MovementTime (s)
o [ 8] w ~ w [4)]

20 60 120 200 3 6 12
Distance of Target (lines) Width of Frame (lines)

(@) (b)

Figure 6. 7 Regarding thumb input, mean movememt for two scrolling techniques for each (a) te

distance and (b) frame width.

With regard to thumb input, there was no significamain effect on MT for scrolling technique
(F1,9=0.92,p=0.36). The mean MT was 4.40s in the flick canditand 4.75s in the ring condition.
Other independent variables influenced MT. It wagnld that there was a significant main effect on
MT for target distanceR; ,; = 383.83,p < 0.001) and frame width F{ ;5= 71.27,p < 0.001).
There was a significant interaction between sergliechnique and frame widthy( 15 = 6.69,p <
0.01) (see Figure 6. 7b). Additionally, an inteiacteffect on movement time was found between
scrolling technique and target distanég §; = 3.11,p < 0.05) (see Figure 6. 7a). Ring produced a
longer MT than flick for the target distance witB, 260, 120 lines, but shorter MT for the target

distance with 200 lines.
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6.4 Experiment One: in Sitting Posture

The Fit of Fitts' Law and Andersen Model

10 10
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Figure 6. 8 Movement time for each target distand@) flick scrolling and (b) ring scrolling.

We examined the relationship between movement &intescrolling task with respect to each
scrolling technique and each input method. It wasd that for each scrolling technique and input
method, linear regression of the movement timelbgHowed low correlations with Fitts' law{R
0.8). However, as shown in Figure 6. 8, for Anders®del [2], regression of D against movement
time for each scrolling technique and input methietded a good fit, with regression coefficients of
0.99. The results verified the applicability of Aarden model in flick-based and ring-based scrolling

in touch-based mobile phones.

Error Rates

The error rate was defined as the percentageg#ttacquisition trials in which the participants
pressed the “end” button but the target line wasmthe range specified by the frame. It was found
that for each input method and scrolling technidlie,error rate was very low with a value less than

4%.

Subijective Evaluation

Repeated measure ANOVA showed that for index firigpat, flick was rated significantly

higher than ring in terms of movement speed, eappsition target line and hand fatigye< 0.05
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6.5 Experiment Two: in Walking Posture

for all). In respect to pen input and thumb inplthough there was no main effect movement
speedandhand fatiguefor scrolling technique, scrolling technique hasignificant effect oreasy to
position target ling(p < 0.05); flick was rated higher than ring. The safive preference was fairly

consistent with the movement time and number cdsinys performance.

6.5 Experiment Two: in Walking Posture

Users sometimes rely on mobile devices to vieweditidocuments while walking. Hence, it is

important to examine the performance of flick aimg in walking environments as well.

6.5.1 Participants and Apparatus

The same ten subjects who participated in expetiraea took part in experiment two. The
same mobile phone was used as in experiment onaskésl the participants to walk on a treadmill

when performing the experiment task.

6.5.2 Task and Procedure

A similar task and procedure used in Experimentwas carried out in this experiment. When
performing the experimental task, participants wasked to walk on the treadmill (walking speed
was set as 0.91 m/s according to [42]). The experimised a ¥ 2 x 3 x 3 within-factor design
with a variety of planned comparisons. The independariables were input method (index finger,
pen and thumb), scrolling technique (flick and Jingrget distances (20, 60 and 200 lines), and
frame widths (3, 6 and 12 lines). A (partially-badad) Latin-square was used to counterbalance the
order of the presentation of the input method ardlling technique. For each input method and
scrolling technique, the order of the 3 targetatises for the 3 frame widths was randomized. For
each target distance and frame width, the partitipaompleted 4 individual target acquisitions
(phase). The participants on average took 30 nsntdecomplete the experiment. In summary,
experiment data collection consisted of:

10 subjects¢
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6.5 Experiment Two: in Walking Posture

3 input methods

2 scrolling techniques

3 target distances

3 frame widths¢

4 phases

= 2160 scrolling trials

It should be noted that, in this experiment, inesrtb avoid user fatigue after a long walk, we
only selected 3 target distances, rather than theed in Experiment one. Also the number of phases
was reduced to 4. At the end of the experiment,uastipnnaire was administered to gather
subjective opinions. Participants were asked te flatk and ring for each input method on 7-point
Likert Scales regardinmmovement speedasy to position target linendhand fatigug(7 for highest

preference, and 1 for lowest preference).

6.5.3 Results

Learning Effects

=#=Flick -E=Ring

=
n

B~

w
n

MovementTime (s)

w

b
tn

Phrase

Figure 6. 9 Mean movement time for each phase emdliag technique.

Subjects performed the same process as in Expdrionenand we first examined the learning
effects for further data analysis. Figure 6. 9sillates average movement time for each phase
regarding each scrolling technique. For both fleld ring technique, a repeated measures ANOVA

analysis showed that phase had a significant nil@ot@n movement timep(< 0.001). With respect
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6.5 Experiment Two: in Walking Posture

to flick, post-hoc comparisons revealed that th& fphase had a significantly longer movement time
than the other phaseg € 0.01). Hence the data in the first phase watudgd for the rest of our
analysis. With respect to ring technique, it wasnib that the first phase resulted in a signifigantl
longer movement time than the third phape<(0.05 for all). Moreover, in the two phases, the
experimental tasks were the same; moving the mgettéine into the region specified by the frame.

As a result, data excluding the first phase wadieghpo the rest of our analysis.

Number of Crossings (NC)

Regarding index finger input, a repeated measuM®WA analysis showed a significant main
effect on NC for scrolling techniqu&y( o = 32.61,p < 0.001). The mean NC was 2.12 in the flick
condition and 5.23 in the ring condition for eaalget distance and frame width. Other independent
variables influenced NC. A significant main effaeas found on NC for target distande, (15 =
10.91,p < 0.01) and frame widthg, ;5= = 30.04p < 0.001).

For pen input, there was a significant main eftactNC for scrolling techniquéd={ ¢ = 103.12,

p < 0.001). The mean NC was 2.00 in the flick cdoditand 5.17 in the ring condition for each
target distance and frame width. There was a sagmif main effect on NC for target distanég (g
= 7.82,p < 0.01) and frame widtt§, ;5= 100.24p < 0.001).

With respect to thumb input, a significant maireeffwas found on NC for scrolling technique
(F1,9=16.40,p < 0.01). The mean NC was 0.73 in the flick comditand 3.31 in the ring condition
for each target distance and frame width. The fraukh had a significant main effect on NE; (15
=20.79,p< 0.001).

For all three input methods, no interaction effeeis found on MT for target distance or for
frame width.

In summary, ring technique led to more NC thankfliechnique for index finger, pen and
thumb input. For the analysis of movement time,exeluded the data of the experimental trial in

which NC was greater than 3.
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6.5 Experiment Two: in Walking Posture

Movement Time (MT)

For index finger input, repeated measures ANOVAwskw that scrolling technique had a
significant main effect on MTH; ¢ = 7.02,p < 0.05) (see Figure 6. 10). The mean MT was X&5s
flick techniqgue and 4.04s for ring technique. Otliedependent variables influenced MT. A
significant main effect was found on MT for targis$tance I, 15 = 102.22p < 0.001) and frame
width (F,, 15= 6.69,p < 0.01). The results indicated that flick perfothfaster than ring when users

performed scrolling tasks by means of index finger.

M Flick ®m Ring

MovementTime (s)
O R N W B G O

Index Finger Pen

Input Method

Figure 6. 10 Mean movement time for twadling techniques (flick and ring) for each inpaethoc

(index finger, pen and thumb)

In respect to pen input, there was no significaatmneffect on MT for scrolling techniquey( g
= 3.10,p = 0.11) (see Figure 6. 10). The mean MT was 3t808lick technique and 4.29s for ring
technique. There was a significant main effect oh fier target distance, 15 = 352.82p < 0.001)
and frame widthK,, ;s= 32.08,p < 0.001).

With regard to thumb input, there was a significamatin effect on MT for scrolling technique
(F1, & 6.55,p < 0.05) (see Figure 6. 10). The mean MT was 4iriiise flick condition and 4.91s in
the ring condition. Other independent variabledugriced MT. It was found that there was a
significant main effect on MT for target distanég (5= 186.84p < 0.001) and frame width-{ 15=
8.40,p < 0.01).

For index finger, pen and thumb input, there wasieraction effect on MT for target distance
or for frame width.

In summary, flick achieved significantly shorter vement times than ring with index finger
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6.5 Experiment Two: in Walking Posture

input and thumb input.
The Fit of Fitts' Law and Andersen Model

In the walking environment, we examined the refatlip between movement time and
scrolling task with respect to each scrolling teghe and each input method. It was found that for
each scrolling technique and input method, linegression of the movement time by ID showed
low correlations with Fitts' law (R< 0.8). However, for Andersen’s model [2], regiessof D
against movement time for each scrolling technignd input method yielded a good fit, with
regression coefficients of 0.99. The results wvedifithe applicability of Andersen model in

flick-based and ring-based scrolling in touch-basedbile phones while walking.
Error Rates

Flick and ring led to a very low error rate in tb@ntext of document navigation by means of

pen, index finger and thumb input (less than 4%).
Subjective Evaluation

A repeated measure ANOVA analysis showed that éor, thumb and index finger input, flick
was rated significantly higher than ring in ternismmvement speed, ease of target positioning and

hand fatigue < 0.05 for all).

6.6 Discussion

6.6.1 Advantages and Disadvantages of Flick and Rjn

Flick and ring scrolling techniques were examinedthe context of mobile document

navigation tasks in sitting and walking activitrespectively.
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Pen Index Finger Thumb
: Sitting No Yes No |
| Walking No Yes Yes ‘

Figure 6. 11A summary of movement time analysis of flick analgrfor each input method (pen, in
finger and thumb) and for each posture (sitting avalking). “No” represents that there is
significant difference between ring and flick regjag movement time, while “Yesfepresents th

there is a significant difference.

As illustrated in Figure 6. 11, in sitting enviroant, for index finger input, flick resulted in
shorter movement time than ring and was preferyedhb participants, indicating that flick is a
superior technique for document scrolling. Flickstyee is analogous to a throwing motion in the
real world while ring gesture is a circular motidinerefore, compared to ring gesture, flick gesture
may be more natural and intuitive for index fingeput. Regarding pen and thumb input, no
significant difference was found on movement tiroe ifing and flick techniques. The interaction
effects on movement time for scrolling techniqueyrhave design implications. Flick led to shorter
movement time than ring for short scrolling dises¢target distance 120 lines). However, when
scrolling actions were longer than 200 lines, tiegded to be faster than flick. With respect to pen
input, the greater degrees of freedom affordeddsy may allow participants to use ring technique
more comfortably than flick technique. For thumpdub the thumb's movement range on the screen
may have an effect on scrolling performance; difficult to move the thumb up and down but easy
to rotate it along a circle [29]. Overall theseenmaiction effects suggest that ring is a promising
scrolling mechanism for pen and thumb input.

In the walking environment, as shown in Figure &, flick produced significant shorter
movement times than ring with index finger and tbumput. In addition, in the process of the
experiment, 8/10 participants stated that it wasendifficult to use ring than to use flick when

walking, because they felt that moving the fingprand down was easier than moving the finger
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around a circle on the screen. The experimentdlysisaand the subject evaluation indicated that
flick can serve as an effective and a preferredlléng technique for users when walking.

Overall, the results above reveal that flick dé@rfrom ring in the context of document
navigation tasks by means of pen input and fingput. Future scrolling technique design should
exploit the advantages and avoid the disadvantafiesig and flick. Also, our study provides a
methodology to help the designer better examine pldgormance of scrolling techniques for

scrolling technique design.

6.5.2 Smooth Scrolling for Ring Technique

Smooth scrolling is a feature used to reduce what user would perceive as “jumps”
(discontinuous movement) of a document. Howevethis study, number of crossings (NC) was
larger for ring than for flick technique, indicagirthat the participants could not perform ring
smoothly. Also, participants reported that it wasrendifficult with ring than with flick to position
the target line within the region specified by thhame. As expected, larger NC led to longer
movement time. Therefore, for more effective riegofling technique design, it is better to increase
the smoothness of response to sample points. lilghme noted that for the data analysis of
movement time, the data of the experimental tnalvhich NC was greater than 3 were excluded.
After doing this, we believe that even after theréase of the smoothness, the experimental results
would not change.

As introduced in the Section 6.3.1, the documertliftg distance was calculated according to
the angle between two vectors indicating current revious finger or pen positions on the screen.
With respect to the ring scrolling mechanism, sigfitly fine control of ring was difficult and as a
result, participants could not achieve smooth #oml Several methods have been proposed to
support smooth scrolling, including linear leastrags fit [65], and increasing the gap between
sampling points selection [84]. These methods Wwél used in our future examination of the

performance of ring scrolling.
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6.5.3 Mapping Function for Flick and Ring technique

Aliakseyeu et al. [1] proposed three mapping furdifor flick technique and demonstrated
their effectiveness in the context of document Bstdnavigation tasks. However, we did not use
those mapping functions for two reasons. First,weated to avoid complicating our results with
different varieties of mapping functions in the lpnénary investigation of the performance of flick
and ring, so we designed our scrolling techniquasetd on a simple mapping function which
performed a linear translation of the displacemaninput method to the distance of document
scrolling. Second, the aim of this study was to para flick and ring scrolling techniques, so it is
essential to use a mapping function which is “fdat’ both scrolling techniques. As the mapping
functions in [1] were designed for evaluating fliskrolling only, they may favor flick over ring.
Instead, we used the linear mapping function pregas [84], [93], [114] to provide a fundamental
mechanism which was fair for both ring and flickutéire work should further explore the
performance of flick and ring document scrollingdontext of different mapping functions. As a
fundamental study, our study provides a methododgy some important conclusions which can be
beneficial to the further investigation.

For ring techniqueR, a constant coefficient, plays an important rolelétermining scrolling
speed. Hence, we conducted a pilot study to selpcbperR. We designed three ring techniques, in
which Rwas set as 110, 220 and 330 pixels respectivell§RR220 and R330 were used to denote
the three ring techniques respectively). Six pgmaicts were asked to perform these three ring
techniques. The experiment procedure was similttrabintroduced in section “experiment design”.
As a result, R220 resulted in significant shortewement time than R110 but fewer NC than R330.
In addition, no significant difference was foundranovement time between R330 and R220. Hence,

R was set as 220 pixels for our study.

6.7 Conclusion

A controlled experiment was presented here, whidpigcally evaluated the performance of
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two commonly used scrolling techniques (flick amdjy for document navigation by means of index
finger input, pen input and thumb input in touctsdés mobile phones, with regard to users’ sitting
and walking activities respectively. We found thiak performed better than ring for the three ihpu
methods. Also, with regard to pen input and thungut, ring performed faster than flick for long
target distance, indicating ring has a potentitdrerction advantage and should be deeply explored
for future scrolling technique design. Additionallyoth flick and ring document scrolling in
touch-based mobile phones can be modeled by Andersmlel [2] in both sitting and walking
activities. These findings may be useful in imprayvithe performance of flick and ring document

scrolling in touch-based mobile phones.
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Chapter 7 Window Avatar. Leveraging
Interactions on Coordination in Multi-touch

Tabletop Displays

7.1 Introduction

Multi-touch tabletops are becoming more widely uaad appealing in recent years. Especially,
large format multi-touch displays are useful forlgoated collaborative work in which two or more
users interact simultaneously with a shared disgtince, they have been widely employed to
support a variety of collaborative activities, sashplanning, scheduling, brainstorming, desigd, an
layout activities.

Unfortunately, current multi-touch tabletops suffeom some drawbacks in interactive
manipulation and collaboration process. First, ni@isketops only provide users with a single shared
workspace which can not be divided or reconfigufidterefore, it is difficult to establish a terriyor
which can support sharing of documents and colkthwor while maintaining user control over
documents and gradations of privacy [87]. Secorsd#rauin different sides of a tabletop have
different views of the display, thus can not sh#re same orientation, making it difficult to
comprehend objects, collaboration and communiekig Third, accessing remote territories that are
out of reach requires that the user has to wallo arse supplemental techniques, which produces a
slow and interrupted workflow [10].

A number of techniques have been proposed to ingptbg interaction on manipulation and
collaboration with the consideration of the dravksaabove. For example, Scott et al. [86] proposed
Storage Bins for dealing with workspace cluttereislet al. [91] proposed rotatable widgets which
support reorientation to different positions. Bragdet al. [10] employed gesture to help users
acquire remote targets. These techniques have &lemmn to be effective; however, they each
address only one part of the overall problem famgdisers of tabletop systems. In practice, users

may have a high working load of changing differer@hniques. Furthermore, these techniques were
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mainly proposed to meet the requirements of maatfmr and collaboration on pen-based tabletop
displays. For multi-touch tabletop displays, whian support more natural and direct interaction by
allowing fingers from both hands to be used togettiteese techniques may be not suitable for
manipulative and collaborative interactions. Hericis, important to design efficient methods which
can better support interactions on multi-touchdtdp displays with the consideration of the use of
natural and direct interaction properties of mtdtich input.

Inspired by the previous studies [7], [74], [86]e wroposed a technique, Window Avatar,
which allows the user to create a personal teyritorenhance interactions on manipulation and
collaboration in multi-touch tabletops (see Figidrd). Current existing techniques avoid the use of
WIMP paradigm for multi-touch tabletops. Howevere wexplored the utility of window-based
interactions for multi-touch interactions. Basedwimdow Avatar, we presented a set of interactions
by means of a set of gestures. Users can empl®e timderactions to augment existing current
collaborative manipulations, thus providing useithweconfigured workspace, easy remote territory

access and gradations of privacy.

7.2 Related Work

This work builds upon two distinct areas of prewotesearch. One refers to shape-based
gestures on touch-based tabletops, the other isdg bf work on territoriality in collaborative

tabletops.

7.2.1 Hand Shape Based Gesture

Hand shape based gestures have been widely empioyathance interactions in multi-touch
tabletops. Previous studies mainly focused on xpépeation of the use of hand gesture, and also the
design of help systems for user learning of hargtuge. Regarding the exploration of the use of
hand gesture, Rekimoto [76] described hand-shagpedbmanipulations on the basis of a new sensor
architecture which was also proposed by him for ingknteractive surfaces. Cao et al. [13]

proposed ShapeTouch, in which they explored thbilityeof contact shape on interactive surfaces
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for object manipulation. Wu and Balakrishnan [1p2pposed a variety of multi-finger and hand
gesture based interaction techniques for multittodisplays, and demonstrated these techniques
with a prototype room furniture layout applicatiddased on the detection of three shape-based
gestures, Rock & Rails technique was proposed gonaut existing direct touch manipulation. On
the other hand, for the design of help systemsugar learning with hand gesture, Freeman [23]
presented ShadowGuides, a system for learning dfi-touch and whole-hand gestures on
multi-touch surfaces. Our study first employed sibpsed gesture in combination with
direct-manipulations to help users better performnipulative and collaborative activities in

multi-touch tabletops.

7.2.2 Territoriality in Collaborative Tabletops

In a noteworthy analytical study, Scott et al. [8¥$tematically investigated the territoriality in
collaborative tabletop workspaces. They found tballaborators use three types of tabletop
territories to support their interactions: persorgioup and storage territories; and partitioning
territory plays an important role in user collalima. Tse et al. [99] investigated how users employ
spatial separation and partitioning to avoid irgegfice in signal display groupware. Motivated by
the work practice of territoriality, several stuslwere conducted which aim to improve interactions
on tabletops. For example, Scott et al. [86] prepdStorage Bins, a mobile storage for collaborative
tabletop displays. By means of TableTrays, the uaerdivide the work area into visually distinct
regions, so as to better manage space, objectadliatboration in tabletops [74]. Klinkhammer et al.
[41] designed a tracking system for tabletops, tWwhsan provide data on a user's location and
movement. Based on the system, an adaptive persgritdry on the tabletop can be provided to the
user. Tse et al. [99] explored the design space split view tabletop for three types of existing
applications: independent applications, sharedescasd true groupware. Inspired by the metaphor
of “piles” , Bauer et al. [7] presented a self-adjusting clangd a grid-layout tray for managing
digital photo collections.

Our review showed that no study paid attention @gnaent collaborative interactions on

multi-touch tabletops involving the consideratidnpartitioning territory. We proposed a technique
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based on partitioning territory with the use of thahape gestures.

7.3 Window Avatar Technique

In this section, we described Window Avatar, whadlow the user to create a window to
enhance interactions in multi-touch tabletops basedlVIMP paradigm. We also proposed a set of
interaction techniques based on Window Avatar, ataksified them into two categories:

manipulation of Window Avatar and collaborationahgh Window Avatar (see Table 7. 1).

Manipulation of Window Cooperation through

Avatar Window Avatar

Creating Window Avatar Window Avatar Connection

Add and Remove Objects Object Transfer and Window
Sharing

Move, Rotate and Zoom Access Remote Territory

Window

Multi Layered Windows

Group and Store Objects

Table 7. 1 Techniques of window avatar.

7.3.1 Manipulation of Window Avatar

Creating Window Avatar

The creation of Window Avatar depends on detedtirgvocabulary of two hand shapes: Tile
and Curved Rail. Tile is a hand shape that the msdees by placing the palm on the table, with the
thumb spreading apart. Curved Rail is a curved lpaseé with a curved angle of around 90 degrees.
In our prototype, these hand shapes were recogsirgaly by examining the eccentricity and the
size of the ellipse: a rounded shape detectedi@sarid curved thin shape as Rail. While simplg, hi

eccentricity-based detection works reliably in quototype; however, more elaborate solutions

101



7.3 Window Avatar Technique

might be necessary if greater robustness is desired

Figure 7. 1 Window avatar.

If the system detects Tile and Curved Rail, a Wimdwatar is created (see Figure 7. 1 Window
avatar.). Window Avatar is a rectangular area wisatketermined by the contact position of Tile and
Curved Rail; a vertex of the rectangle is the aept@nt within the area of Tile, and the opposite
vertex is the center point within the area of Cdri&ail. The user can create more than one Window
Avatar.

The area within the window is a privacy territofyie user can manipulate objects in this area,

while other users can not access objects withgnagheéa without permission.

Adding and Removing Objects

The user can employ two ways to remove objects fmomindow. First, as illustrated in Figure
7. 2a, the user can click on an object with a fireyed then drag it out of the window. Second, as
illustrated in Figure 7. 2b, the user can clickasnobject with a finger and click a position outsid
the window with another finger. A new object wii@ear in the second clicked position, along with
a line linking these two objects, indicating thewnebject is a copy of the old object. Any
manipulation on the new object will lead to the samanipulation on the old object. The user can
perform a slide gesture on the line to disconneettivo targets. Similarly, the user can add objects
from a window by dragging them into the window grdiicking on an object and then clicking a

position inside the window.
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(@) (b)

Figure 7. 2 Remove objects.

Moving, Rotating and Zooming Window

The user can translate, rotate and zoom a windoadjost its position and orientation. By
placing one or more fingers on the background efvtindow (i.e. anywhere objects are not located)
and dragging it, the user can move the window {&gare 7. 3a). The window can be rotated by
placing one finger on the background and rotatimgftzer finger around the finger on the screen (see
Figure 7. 3b). Pinching together and spreadingtapar fingers are used to zoom out and zoom in
the window respectively (see Figure 7. 3c). In samynWindow Avatar is moveable, scalable and

reoriented, allowing the user to adjust the confitjons of the window for better interactions.

\\

—

(a) (b)

Figure 7. 3 (a) Move, (b) rotate and (c) zoom windo

Multi Layered Windows

Window Avatar can provide various layers to presbffiérent groups of information. As shown
in Figure 7. 4, the user can perform flick gestomethe bars at the top and bottom to switch differe
layers. Two layers are initiated when the Windowat&r is created; one presents the territory
covered by Window Avatar, the other presents thieeescreen area. The user can also add a layer by

performing flick gesture on the bars at the lefi aght sides.
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\\

Figure 7. 4 Window switch.
Grouping and Storing Objects

Figure 7. 5 Store objects.

In the daily life, people usually use folders tortsdocuments, so as to better retrieve
information. Users often perform a variety of imgtive activities such as object classification in
multi-touch tabletops, hence it is important toigesa technique to group and store objects. Our
techniqgue, Window Avatar, can enable the user @ater multi windows and sort objects into
different windows. The user can also store a windigwmoving the window to the bottom of the
surface (see Figure 7. 5). An icon representinguihndow will be shown at the bottom of the surface.
To view the window in original size, the user netmiplace a finger on the icon and move it towards

the center of the screen.

7.3.2 Collaboration through Window Avatar

An important advantage of Window Avatar is thatan support collaborative interactions. In

this section, we will introduce how users collattetay means of Window avatar.
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(1)

(a) (b) (c)

Figure 7. 6(a) Window avatar connection. (b) Object transfed avindow sharing. (c) Access rem

territory on the screen.

Window Avatar Connection

A window Avatar can be connected and disconnea@dher Window Avatars. As illustrated in
Figure Figure 7. 6a, to connect another Window awathe user should perform a Rail gesture,
which is detected as a thin long shape. Then anittean arrow will be shown, representing the link
between two windows. The orientation of the hanapshindicates which remote Window Avatar
will be connected to local Window Avatar. This hagebture is easy for users to remember and use,
because in people's daily life, the use of thisdhgesture can help people to determine orientation.

To disconnect another Window Avatar, the user nézgerform a slide gesture on the line.

Object Transfer and Window Sharing

Window Avatar allows the exchange of digital obgeaimong multiple users. After setting up a
connection with a window avatar created by anotissr, the user can easily send an object by
dragging it into the connection line (see Figuréh). Then the object will be shown in the target
window. In addition, the user can share the whaledew of Window Avatar with other users by

placing one finger in the background of the Windwatar and dragging it into the connection line.
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Access Remote Territory on the Screen

Window Avatar provides a layer in which the usem ggew the entire screen. In this layer, the
user can select the interested territory of theestiby drawing a closed curve in the territory
(see Figure 7. 6¢), or by double tapping the ceatea of the territory. Then the territory will be
enlarged and be presented in the area of the Windiatar. In this way, the user can view the

remote territory and manipulate remote objecthanterritory.

7.4 Discussion

By means of Window Avatar, users can perform irdiial and collaborative activities in
multi-touch tabletop displays. Regarding individaativities, the user can aggregate and manipulate
groups of objects based on Window Avatar. In addijtithe user can translate, rotate and scale a
group of digital targets in Window Avatar with angie gesture consisting of simultaneous
movement of two fingers. The ability to store raseuitems anywhere in the workspace and move
them around can be important for collaborative taskd group interactions on a table. Existing
storage techniques, such as Storage Bins [86] aht:Trays [74] were designed for the pen-based
digital workspace, hence may not suit for multigbuabletop displays. Window Avatar, which is
designed based on the properties of multi-touabyigdes a suitable tool for organizing and sharing
information for multi-touch based interactions.

On the other hand, for user collaborative actigitie multi-touch tabletop displays, the large
size and horizontal orientation of the display ldadcertain challenges for designing effective
collaborative user interfaces. Window Avatar cappsut information access and sharing for multi
users on a tabletop workspace, so as to enhancg sease of teamwork, increase awareness of

important system events, facilitate reachability ancess control on large and shared displays.

7.5 Conclusion

We proposed Window Avatar, a new interaction tegheito better support individual and

collaborative activities in multi-touch tabletopsgdiays. This technique incorporates many of the
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capabilities that have been proposed for tabletopmyvare into a single mechanism. It allows users
to temporarily group sets of objects and organiee teble area, and also to support information
access and sharing for multi users on a tabletofkspace. As multi-touch tabletops are gaining
popularity in collaborative activities, it is imgant to design interaction techniques which can

improve interactions on manipulation and collabioratOur work is one step in this exploration.
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Chapter 8 General Conclusions and Future

Research Directions

8.1 Summary of Contributions

Gesture-based interaction has been widely emplytte design of touch screen devices. This
interaction style can provide users natural andvenient operation feeling, hence drawing much
attention in HCI research field. This thesis présdive studies which focused on two important
issues regarding touch-based gesture interactibmee of them are referred to how to design
touch-based gestures, with regard to different tifiptms (pen vs. finger), users of different ages
(older users vs. younger users), and differentyesies. The other two are about how to employ
touch-based gestures in interactive activitiestugesperformance in a document scrolling task of
touch-based mobile phones and the use of touchirgesto better support multi-user collaborative
tasks on large tabletops respectively.

For gesture-oriented design, three studies wer@umied to improve touch based gesture
design. The purpose of the first study is to quankie differences and similarities between finger
and pen gestures. The work has provided a methggddoinvestigate and quantify the performance
of finger and pen gestures, in which finger and gestures were analyzed according to multiple
features that characterize stroke gestures. Scamarés revealed similarities between finger and pen
drawn gestures; finger gesture design should expieise features but avoid using the features
which were less accurate with the finger than it pen. This work provides a solid foundation to
apply principles, methods and findings from penellagesture design to finger-based gesture design.
Second, a user-defined gesture study was conductetmpare user-defined gestures between
younger people and older people in the contexteof ipput and finger input. It was found that (1)
gesture design should avoid using gestures with llggree of Freedom for older people; (2)
desktop paradigm has less effect on gesture pesfurenfor old people than for younger people. (3)
analogue gestures are easy to remember and us&léorpeople, hence should be deeply explored
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and widely used. The study demonstrates that utashelisg the preferred gestures of both younger
adults and older adults is important for gestursigie Third, as gesture entry size is an important
factor for determining users’ performance of gestuput, a study was presented to quantitatively
investigate optimal finger-based entry size in tebased mobile phones for two commonly used
Chinese handwriting input styles: two-handed ewtith the non-dominant hand holding the device
and the index finger of the dominant hand enteGhgracters; and one-handed entry with the
dominant hand holding the device and the thumbetiominant hand being used for character entry.
Results were assessed in terms of the number agthlef protruding strokes, writing time, stroke
writing speed, size ratio, number of writing attesngnd subjective preference. For both one-handed
entry and two-handed entry, the optimal entry be& for handwritten Chinese characters was found
to be 2.5cmx2.5cm. This size entry box is largeughdor fast and accurate handwriting with high
entry area utilization rate and few, short protngdistrokes. The experimental results and
methodology of this study can be employed in ustriace design for gesture-based interaction in
touch-based mobile phones.

With respect to gesture-based task, two studieg wenducted to analyze gesture-based task
and support gesture-based interaction. First, lsecdlick and ring are two important scrolling
techniques for document navigation, examining tbeaatages and disadvantages of these two
scrolling techniques would be beneficial to scnglitechnique design. For this purpose, this thesis
quantitatively analyzed the performance of two Ko techniques (flick and ring) for document
navigation in touch-based mobile phones by meantret input methods (index finger, pen and
thumb), with specific consideration given to two toroactivities: sitting and walking. Our findings
were as follows: (1) overall, in both sitting andlking activities, for the three input methodscKli
resulted in shorter movement time and fewer numbkcsossings than ring, suggesting that flick is
superior to ring for document navigation in touaséd mobile phones; (2) for sitting activity,
regarding pen and thumb input, there were intevaatifects between scrolling technique and target
distance. Ring led to shorter movement time thack ffor large target distance. This finding
indicates that ring has a potential interactionaediage, which should be deeply explored for future

scrolling technique design; (3) regarding sittimgl avalking activities, both flick and ring document
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scrolling in touch-based mobile phones can be neablbl the Anderson’s model [2]. We believe
these findings offer several insights for scrollitechnique design for document navigation in
touch-based mobile phones. Second, this thesi®peobWindow Avatar, a window-based technique
which allows the user to create a personal teyribgr means of hand shape gestures in multi-touch
tabletop displays. Based on Window Avatar, a seintgraction techniques were presented using
shape gestures in combination with direct manipadat so as to enhance user interaction on
manipulation and collaboration. The user can aggeegnd manipulate groups of objects with these
interaction techniques. In addition, these intéoast can provide users to better coordinate adoess
space and resources, aid users in view remotéotegd on large displays, and result in a highlleve
of group awareness as well.

In summary, this dissertation contributes to tleddfiof gesture-based interaction in view of
gesture-oriented design and gesture-based tasksesharch topics studied here plays an important
role in touch-based gesture design. As a basicrataeling of these topics has been established,

further research issues are exposed, which sheutditsued in future studies.

8.2 Future Research Directions

As introduced in the section of Introduction, gestuelated research covers wide range of
research topics in HCI field, such as gestureedlahodels, gesture recognition, and feedback of
gesture input. This thesis focused on two topics taiich-based gesture interaction: (1)
gesture-oriented design, with specific consideratib input forms, users ages and entry sizes; (2)
gesture-based task, which aims at a document isgrdlsk in touch-based mobile phones and a
collaborative task on large tabletops. These stugmvide a number of valuable findings and
methodologies for future gesture research regamlingr aspects of gesture-based interaction.

This thesis examined the differences and simigwitof pen gesture and finger gesture in a
Tablet PC in the context of sitting posture for ygar adults. Future work will concern the
investigation of pen and finger gesture in mob#gides in the context of walking posture.

This thesis investigated the gesture performance document scrolling task in touch-based

mobile phones and a collaborative task on largéetaps. In the future, we seek to employ
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gesture-based interactions in other interactiokstasch as target selection and examined the gestur

performance in comparison with other input techagu
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