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Abstract

Although some interfaces have been developed for people with visual impairments, this

demographic remains unable to fully access technology. This is because there is still very

little understanding of user capabilities that would facilitate interactions with technology,

appropriate design approaches, and guidelines for designing successful technology for this

user group. Lack of these fundamental knowledge results in the existing technologies less

efficient or unable to engage users.

To increase the interaction bandwidth, and to address the aforementioned problems, this

dissertation proposes motion gesture interfaces for visually impaired people. Motion gestures

interfaces enable users to interact with a device, in three dimensional space by translating

or rotating the device, or by moving the hands, or other body parts without holding any

devices. We studied (1) user gestures and their rationale, (2) user capabilities to perform

motion gestures, (3) participatory design approaches for gesture design, and (4) suitable

vibration feedback for motion gestures.

Based on understanding of user gestures and capabilities, we developed and evaluated

two interaction techniques: (i) motion gesture interfaces and (ii) motion marking menus in

smartphones.

The outcomes of this dissertation are:

1. Understanding of user gestures, gesture rationale and taxonomies

2. New interaction techniques

3. A hybrid participatory design approach

4. Theoretical guidelines

In summary, this dissertation contributes to the field of assistive technologies for visually

impaired people, in gesture-based interactions. The conclusions drawn and methodologies

proposed will benefit future research studies that explore gesture-based interaction techniques

and scientific foundations of assistive technologies for people with visual impairments.
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Chapter 1

INTRODUCTION

1.1 Research Background

It is estimated that around 39 million people are living with blindness and 285 million

people are living with low-vision around the world (WHO, 2014). The population of visual

impairments is continuing to increase. In 2002 when 161 million people were living with

visual impairments (of whom 124 millions with low vision and 37 millions with blindness),

it was predicted that the number of blind and visually impaired people will double by 2030

[59]. Increased aging population in developed countries and the growth of the population in

developing countries are one of ongoing causes of concern.

Technology plays an important role in achieving more independent livings of this demo-

graphic. Many customized devices have been developed to help visually impaired people

perform simple daily tasks. These devices include watches for the blind, braille, tactile tags

for clothing colors and others [85]. Such aiding devices can help visually impaired persons

to some extent for more independent livings. However, there remain many unfulfilled needs

for their satisfactory and productive livings.

While technology is growing rapidly, empowering our daily lives from leisure to produc-

tivity, these technologies are not primarily developed for people with visual impairments.

This results in unequal access of this demographic to technology. In recent years, inter-

action styles have largely changed in a form that visually impaired persons cannot easily

interact with technology, for example, the use of the Graphical User Interface (GUI). Rapid

changes in interaction styles left visually impaired users behind, using old-fashioned and

some customized devices.

More recently, as the next generation of user interfaces, interactions are transformed into
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form of natural user interfaces (NUI). NUI refers to a user interface which is effectively

invisible to its users, and based on natural elements [103]. Gestures are one key feature

of NUI given natural and efficient input styles of gesture-based interfaces. “A gesture is a

motion of the body parts that contains information” [53].

To increase the interaction bandwidths of visually impaired users, this dissertation focuses

on designing motion gesture interfaces of visually impaired people. Motion gestures enable

users to interact with a device, in three dimensional space by translating or rotating the

device, or by moving the hands, or other body parts without holding any devices. Motion

gesture interfaces are particularly desirable for people with visual impairments for three

reasons: (1) they are promising eyes-free interfaces, (2) motion gestures provide natural and

easy interactions in various situations, (3) motion gestures are one key feature of emerging

natural user interfaces.

Despite this potential, very few studies have been done on understanding and designing

motion gesture interfaces for people with visual impairments. This dissertation seeks to fill

this research gap.

1.2 Research Issues and Objectives

Although some interfaces have been developed for people with visual impairments, this de-

mographic remains unable to fully access technology. This is because there is still very little

understanding of user capabilities that would facilitate interactions with technology, appro-

priate design approaches, and guidelines for designing successful technology for this user

group. Lack of these fundamental knowledge results in the existing technologies less efficient

or unable to engage users.

To increase the interaction bandwidth, and to address the aforementioned problems, this

dissertation proposes motion gesture interfaces for visually impaired people.

The objectives of this dissertation are:

1. To understand user gestures, their rationale and taxonomies

2. To understand user capabilities that will facilitate motion gesture-based interactions



3

3. To propose new interaction techniques in order to increase interaction bandwidths of

visually impaired people

4. To determine effective design approaches for visually impaired users

1.3 Thesis Overview

Figure 1.1: Dissertation outline.

1. To understand user gestures and their rationale, we explored the design space by con-

ducting elicitation studies. First, we performed user-defined studies to better under-

stand user gestures. Using the gesture set and design heuristics from the user studies,

we implemented and evaluated motion gesture interfaces in mobile phones (Study 1,

2 and 3). From the user-defined studies, we found that users had difficulties defining

their own gestures for some commands. Thus, to help users reach their commonalities

of gesture preferences, we proposed a choice-based design approach, and demonstrated
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the use of a hybrid design approach that leverages user-defined and choice-based design

approaches (Study 4).

2. Motion gestures were found to be desirable interfaces for blind people in many situ-

ations. However, the bandwidth of motion gestures is somehow limited. To increase

the bandwidth of motion gesture interfaces, we proposed motion marking menus, and

studied user capabilities to perform motion marking menus. Then we developed and

evaluated a motion-based marking menu system (Study 5 and 6).

3. Throughout the studies, we found a need to enhance existing user capabilities (spatial

ability) for performing motion gestures, and vibration feedback is a promising feedback

for our purpose. Thus, we investigated suitable body positions for wearable vibration

feedback. We also investigated suitable vibration intensities for each vibration position

(Study 7).
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Chapter 2

LITERATURE REVIEW

In this chapter, we discuss (i) definitions of blindness and visual impairments, (ii) assistive

interfaces for people with visual impairments, and (iii) the current research gap.

2.1 Blindness and Visual Impairments

The degree of visual impairment varies from total blindness (no light perception) to a slight

blurring of vision, with different extent of sight in between [30]. Visual impairments are

different in terms of etiology, visual acuity and extent of the visual field [101]. The term

legally blind refers to a set of criteria for visual impairments based on either low acuity or

restriction of the visual field. Legal blindness refers to having a visual acuity of 20/20011

or less, or having a visual field of 20 degrees or less. The term low vision is used to refer

individuals having a serious visual impairment, while still having some useful vision. Thus,

visually impaired refers to all the legally blind [101].

The age of onset of blindness also impacts a person’s perception, mental representation

of spaces and attitude towards blindness. Congenitally blind or early blind refers to a person

who has been blind from birth. Adventitious or late blind refers to a person who has lost

sight later in life [30].

Visual impairment is due to a variety of causes. The main causes include glaucoma,

macular degeneration, cataract, optic nerve atrophy, diabetic retinopathy and retinitis pig-

mentosa [59]. The prevalence of blindness is much higher for the elderly people than younger

people [30]. It was reported that more than 80% of people with visual impairments are with

1A visual acuity of 20/200 refers to the ability to read at 20 feet what someone with normal vision could
read at 200 feet.
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ages over 60 years. The aging of the population in developed countries and the growth of

the population in developing countries are also causes of concern. It is predicted that the

population of visual impairments will be around 320 millions in 2030 [59].

While visual impairments are estimated to continuingly increase, the current trend in

technology also allow us to predict the potential of technology aids for this demographic.

Thus, there is a pressing need of research studies which concern accessibility of visually

impaired people.

2.2 Assistive Interfaces for People with Visual Impairments

We conducted literature reviews on assistive interfaces for people with visual impairments

based on two main aspects: (1) inputs, and (2) outputs. Input and output modalities are

categorized into several subcategories (see Table 2.1 and Figure 2.1).

2.2.1 Inputs

Input modalities for visually impaired users are classified into seven categories. (i) Surface

gestures are where user inputs are performed as gestures on 2D touchscreen devices [9, 19,

31, 112]. Surface gestures were used as input in tactile graphs, media player and other

touchscreen devices. (ii) Motion gestures are where users interact with a device, in 3D space

by translating or rotating the device, or by moving the body parts without holding any

devices. Motion gestures were used for menu selections on large wall-mounted displays [48].

(iii) Body movement inputs are where user movements are treated as inputs to the system

[11, 67, 84]. These input modalities were used in navigation systems and drawings for bind

users. (iv) Braille inputs are where users perform inputs to systems using braille tactile

buttons [5, 23, 87]. Braille inputs were used for mobile public transit systems and haptic

Sudoku games. (v) Speech inputs are where users say the desired commands to the system

[6, 93, 105]. Speech inputs were used for mobile interactions. (vi) Environmental context

inputs were where information from the environment (e.g., road information, weather) were

used as inputs to the system [27, 32, 51, 91, 112]. These inputs were mainly used for
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Category Subcategory Description

Input

Surface gestures Users input by performing gestures on touchscreens.

Motion gestures Users input by moving the device or body parts in 3D space.

Body movements Users’ movements (e.g., walking) are treated as inputs to

the system.

Braille Users input by using braille tactile buttons.

Speech Users input by saying the commands.

Environmental

context

Environmental context (e.g., road information, weather) are

treated as inputs to the system.

Keyboard/Mouse Conventional input devices (keyboard/mouse) are used for

user inputs.

Output

Braille display Users receive the system response by reading braille.

Sound System respond to user inputs through non-verbal sounds

(e.g., beep).

Speech Users receive system response through verbal speech.

Vibration Users receive system response through vibrations which en-

code information in different patterns.

Table 2.1: Categories of input/output modalities for people with visual impairments.

mobility and orientation aids for visually impaired people. (vii) Keyboard and Mouse are

current conventional devices. To be usable these input devices for visually impaired users,

systems require non-visual aids and feedback to users [109, 111].

2.2.2 Outputs

Output modalities are classified into four categories. (i) Braille displays are where system

responds are displayed through tactile braille [5, 77, 112]. (ii) Sound outputs are where the

system responds to users through non-verbal sounds such as beeps [11, 19, 23, 51, 72, 84,

105]. (iii) Speech outputs are where users receive system responses through verbal speech
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Figure 2.1: Input and output techniques for visually impaired people.

[6, 9, 32, 87, 111]. (iv) Vibration outputs are where users receive system response through

vibrations which encode information in different patterns [16, 27, 31, 67, 91, 93, 109, 110].

2.3 Summary of Research Gaps

The literature reviews showed that considerable number of studies have been done on assis-

tive interfaces for visually impaired people. Despite this, current technologies are limitedly

accessible and less engaging to visually impaired users. This is due to the need of better

understanding of users, which will guide to designing and developing more efficient and en-

gaging technologies for them. Our reviews also revealed that very few work has been done on

understanding users and user capabilities which will facilitate their interactions with tech-

nology. This dissertation aims to address this research gap, and propose new interaction

techniques for visually impaired users which are based on understanding users.
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Chapter 3

CLASSIFYING MOTION GESTURES

3.1 Introduction

To understand user gestures and their rationale, we explored the design space by conduct-

ing elicitation studies. First, we performed user-defined studies to better understand user

gestures. Using the gesture set and design heuristics from the user studies, we implemented

and evaluated motion gesture interfaces in mobile phones (Study 1, 2 and 3). From the

user-defined studies, we found that users had difficulties defining their own gestures for some

commands. Thus, to help lead users to reach their commonalities of gesture preferences,

we proposed a choice-based design approach, and demonstrated the use of a hybrid design

approach that leverages user-defined and choice-based design approaches (Study 4).

3.2 Related Work

Studies related to our first study include the classification of human gestures, gesture inter-

actions for blind people, user-defined studies and choice-based elicitation study.

3.2.1 Classification of Human Gestures

Gestures are spontaneous movements of hands and body parts that people do to express their

mental images and thoughts. Gestures can convey communicative information as speech

[74], and they are performed in parallel with verbal expression at the conceptual level of

communication [75]. Gestures serve some cognitive functions for communication, and they

are performed regardless of individual abilities or the impacts produced by the gestures

generated. Even individuals who have been blind from birth and have thus never seen

anyone elses gestures spontaneously express themselves in gestures. Studies have shown that
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blind people gesture even when they are conversing with other blind people [35].

Poggi (2001) proposed a procedure for the generation of gestures. Gestures are generated

taking into account the meaning intended and the cognitive construction of the gesture to

be made. When people gesture to communicate some meaning, codified gesture is first

considered. Codified gestures are gesture-meaning pairs constantly represented in the mind

and standardized by repeated use, regulations and social conventions. Such gestures are

spontaneously shared and understood by everyone. If a codified gesture is not readily found in

memory, creative metaphoric gestures are resorted to. Evidently, these metaphoric gestures

are generated by mimicking daily human actions (i.e. biological) or by the similarity in

visual resemblances (i.e. iconic). If the intended meaning is information in a humans mind,

gestural mind makers that can represent beliefs, goals and emotions of the human mind

are invoked. Finally, gestures are arbitrary when signals and meaning are not linked by a

relationship of similarity nor by any other kind of relationship. In the literature of Human

Computer Interaction, gesture-based interactions have become a leading trend in natural

user interface development [46]. Studies including [104] and [78] investigated user gestures

for different applications. Despite the general classification of human gestures discussed

above, the gesture taxonomies presented by user studies varied depending on the applications

and users. Thus, in order to design motion gestures for mobile interactions that are usable

by blind people, it is vital to understand the gesture producing mechanisms and gesture

taxonomy of this user group.

3.2.2 Gesture Interactions for Blind People

Previous studies on defining suitable gestures for blind people mainly focused on touchscreen

surfaces in terms of enhancing hardware to provide access to touch screen kiosks (e.g.,[55, 99])

and exploring interaction techniques for mobile touchscreens ([9, 21, 43, 81, 83]). Kane et

al. [45] performed a touchscreen gesture elicitation study and compared the performance of

sighted with the performance of blind people. They found that blind people have different

gesture preferences, and their ways of performing gestures are significantly different (e.g.,
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the gestures of blind people tend to be noticeably exaggerated).

A few studies also explored motion gestures to interact with mobile devices. Ruiz et

al. [78] presented an elicitation study of motion gestures for mobile interaction. The study

reported a consensus of motion gestures to invoke commands on a smartphone and presented

a taxonomy of motion gestures. However, the study did not consider gestures of people

with visual impairments. More recently, Dim and Ren [15] studied motion gestures for

blind people in mobile phone interactions. They found that blind people mostly perform

metaphorical gestures reflecting actions from their daily activities. Thus, such gestures had

a high consensus for familiar activities related to daily activities such as making phone call

and voice search, but they had a low consensus for unfamiliar commands such as zooming.

Although some studies have been done for touchscreen gestures and motion gestures in

mobile phones for blind people, very few works have been done on suitable mid-air gestures.

Thus, we conducted user studies to determine suitable mid-air gestures for blind people,

especially for TV interactions.

3.2.3 User-defined Studies

User-defined study has been a recommending and maturing practice in human-computer

interaction research. The core idea of this human-based approach is that users must be

understood so that the system can be adapted to the users instead of requiring the users to

adapt to a given interface. The major benefit of a user-defined study is the higher likelihood

of designing interfaces that are easy to perform and to remember.

Many user-defined studies have been conducted especially for gesture-based natural inter-

actions. Wobbrock et al. [104] presented a user-defined study where participants were shown

the effect of a gesture and then asked to perform gestures for commands in surface computing.

Inspired by the contributions of this study that include gesture taxonomy and implications

for surface computing, many similar studies have been performed for various applications and

computing environments. These include user-defined studies for device to device interactions

[50, 52], surface and motion gestures for 3D manipulation of objects through mobile devices
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[62], human-robot interaction [70], free-hand TV control [100], deformation -based interface

[58], augmented reality [73], and gesture sets for people with communication difficulties [42].

Kane et al. [45] presented a gesture elicitation study where touch screen gestures per-

formed by blind and sighted people were compared. This study found that blind people have

different gesture preferences to sighted people, and reported design guidelines for accessible

touch screen interfaces. The inclusive design guidelines presented by this study are specifi-

cally accommodated to touch screen devices. On the other hand, Ruiz et al. [78] presented

an elicitation study of motion gestures for mobile interaction. This study reported a con-

sensus of motion gestures to invoke commands on a smartphone and presented taxonomy of

motion gestures. However, the study did not cover people with visual disability even though

blind people are one of the largest potential user groups of motion gesture interfaces. Blind

and sighted people have different visual experiences and daily activities that can affect the

expression of their mental images as gestures. We identified the differences between gestures

performed by the two user groups through gesture taxonomy and user-defined gesture sets,

based on the previous study [78].

3.2.4 Choice-based elicitation Method

To our knowledge, only a little study has employed choices for gesture design, with the excep-

tion being the work of Silpasuwanchai and Ren [86]. They employed choices to understand

how gamers perform simultaneous gestures during intense gameplay. However, there was no

deep discussion regarding the use of choices for gesture design.

Where users have little or no idea of the range of possibilities for suitable gestures,

employing designer-selected choices can serve as one way to non-threateningly introduce

designer ideas into the design process without making the users feel compelled. In addition,

allowing users to select their preferred choices can reduce the chance of designers introducing

overly-complicated gestures, as suggested by Morris et al. [64]. This also increases the chance

of settling on a gesture that is suitable in both the view of designer and that of the users.

Informed by this potential benefit, we adopted the choice-based elicitation approach for our
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study.

In summary, while designing suitable gestures for blind people is an ongoing challenge, our

study leverages the benefits of both user-elicitation and choice-based elicitation to determine

the most suitable mid-air gestures for blind people.

3.3 Study 1: User-defined Motion Gestures in Mobile Phones

For people with visual impairments, mobile devices have become indispensable, empowering

them for both leisure and more independent living. Mobile phones are the most commonly

carried devices by blind people in their daily lives [44]. However, most people in this user

group prefer old-fashioned mobile phones with familiar layouts and tactile buttons to modern

smartphones. Touch screen interfaces in smartphones primarily require users to look-for-

interaction sensitive areas on the screen and that is a major challenge for blind people because

the interfaces on the screen are invisible to them. Existing assistive solutions such as screen

readers, vibration, sound and speech output, are still not adequate or efficient enough to

deliver all smartphone affordances to blind users. These interfaces require the blind user

to memorize and browse soft-buttons on the screen. Nowadays, motion gestures have been

gaining attention as more natural and intuitive interfaces that support distracted inputs and

require less visual attention. We believe that motion gestures designed to logically map the

users’ mental model can offer more learnable and accessible interfaces for blind people.

Most blind people are not smartphone users and they are not aware of the affordances

available in smartphones nor of the potential interactions available through motion gestures.

Furthermore, they have less or no chance to see motion gestures performed by other people.

We were thus motivated to find the best practices to design the most usable motion gestures

for blind people. With respect to this research goal, we conducted a user-defined study where

the participants were asked to define their own gestures to invoke some common tasks in a

smartphone, and to mention the rationale and heuristics for the gestures they performed.

We set three research questions for the user-defined study: 1) Are motion gestures usable

as mobile interactions for blind people? 2) What unique motion gestures do the special
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characteristics of blind-users inspire for mobile interactions? 3) What are the heuristics of

gestures produced by blind people, and how can these heuristics be described as principles

of gesture design for blind users.

User-defined studies are conducted to elicit user behaviors to enhance the design process.

During the study, we explored motion gestures from 13 blind participants. The participants

were asked to perform motion gestures that could be used to command the available functions

on a smartphone. We presented 15 tasks to the participants. The participants were asked

to use a think-aloud method and to perform gestures in think-aloud protocol . They were

also asked to supply subjective preference ratings for each gesture they performed.

3.3.1 Participants and Apparatus

For the experiment, we recruited 13 blind people from a local blind association (9 males

and 4 females). The ages ranged from 25 to 77 (Mean = 61, SD = 16.91). Three of them

could see light, two could see objects but none of these were able to distinguish between

objects. The rest were totally blind. Two of our participants were smartphone users. All

the participants were right-handed. Each was paid $10 for their participation.

We used a Samsung Galaxy smartphone to define the participants motion gestures. Par-

ticipants were video recorded while performing gestures and two experimenters took detailed

notes for the think-aloud data

3.3.2 Experimental Tasks

The tasks were categorized into action and navigation. Each was subcategorized into phone

application (e.g. answering a phone call or switching to a previous application) and particular

applications (e.g. navigating a map). We paid specific attention to explaining some tasks

like zooming functions in map navigation. For example, just saying the function zoom in

as for enlarging objects would be unreasonable for our participants because they cannot see

objects. Instead, we made them understand that enlarging an object (an onscreen menu or a

location point on a map) on a screen can help them more easily target or select that object.
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Furthermore, two of our participants with low vision used a magnifying glass; this encouraged

us to include these tasks. The experimental tasks we presented to each participant are

described in Table 1.

3.3.3 Procedure

We started each experimental session by explaining the purpose and procedures of the study

and also the think-aloud method to the participants. Then the participant was handed a

smartphone and asked to perform a gesture for each task. The tasks were grouped into

three sets of similar tasks. For example, tasks for normal use of the phone such as calling,

answering and muting a call were grouped into the same set. Because our participants could

not be presented with any visual description, an experimenter read aloud the descriptions

and explanation about each task carefully.

Because repeating every defined gesture for confirmation was tiring, we didnt ask the

participants to repeat their gestures. Instead, we carefully captured the expressed gesture

and tried to confirm each gesture and rationale. After each group of tasks, the participants

were asked to rate the gestures they performed using a 7-point Likert scale to indicate their

agreement on the criteria (1 for strongly disagree and 7 for strongly agree):

� The gesture I made is a good match for its intended use.

� The gesture I made is easy to perform.

In order to assess the impression on using motion gesture interactions of our participants,

we added an item, I would often use this gesture if it existed on a seven-point scale ranging

from never (1) to very often (7). To conclude each session, we asked the participants to

suggest additional use cases. If they had any suggestion, we encouraged them to perform

gestures for the tasks suggested. The interview ended with the experimenter asking the

participants if they had any questions, suggestions or comments. We recorded every comment

or suggestion of the participants for later analysis.
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3.3.4 Results

After detailed analysis of the data we collected from our study, we presented the study results

including a user-defined gesture sets, motion gestures of the blind, physical characteristics

of the gestures, subjective responses and open-ended use cases.

Agreement Scores and User-defined Gesture Set

From the gestures collected, we grouped identical gestures for each task and selected the

largest group as the user-defined gesture for the task. We adopted Wobbrock et al.s method

[6] in order to investigate the extent of agreement for each task. We calculated agreement

scores for each task using the formula:

Ar =∑

Pi

(∣

Pi

Pr

∣)

2

(3.1)

where Pr represents all gestures performed for event r and Pi is a subset of identical gestures

from Pr. Ar ranges 0 to 1. Gestures were considered to be identical when they had similar

trajectories and poses. Figure 3.1 shows the agreement score for each task.

The user-defined gesture set is shown in Figure 3.2. Among use-cases suggested during

the interview, we included gestures for Pause and Power Off in the gesture set because most

of our participants performed gestures for these commands and there was obvious consensus

among the participants. On the other hand, among the experimental tasks, gestures for

zooming (i.e. Zoom In and Zoom Out) could not be presented in the user-defined gesture set.

Although the participants used similar rationales for creating gestures, the gestures were still

performed differently. Unlike with sighted people, blind people cannot have visual references

that are shared with others. Thus, different gestures were generated being influenced by

daily experiences.

Being encouraged to freely express the most inspired gestures, our participants had the

same preferences of non-motion gestures for some tasks. For example, gestures for Ignore

Call, Pause and Power Off were seen to cover or sweep the phone screen by hand with the
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Figure 3.1: Agreement score of each task, sorted in descending order.

common reason being ‘stop the sound’ or ‘finish’. This informed us that the most ergonomic

interactions need combinations of different modals optimized for a specific context.

Motion Gestures of Blind People

We analyzed the motion gestures collected and grouped the gestures into four-fold taxonomic

themes. The themes include natural and intuitive gestures, real-world metaphors, natural

consistent mappings, and arbitrary gestures.

1) Natural and Intuitive Gestures. As noted in the literature reviews [2, 3], some

codified gestures are constantly presented to peoples minds. Here the natural gestures we

called are subsets of codified gestures. These gestures are more natural than every other

gesture for the intended meaning, and the purposed meaning can be inferred without learning.

For example, bringing the mobile phone to the ear for answering a call, or bringing the phone

to the mouth for making a voice search are standardized by repeated use, thus intuitive

motions to everyone. Evidently, most of the participants designed the same motion gestures

for tasks that have such codified gestures. In our study, for making a voice search, 8 out

of 13 participants designed their motion gestures by bringing the smartphone to the mouth.
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Figure 3.2: A User-defined gesture set. Commands for zoom in and zoom out are not
included due to the lack of agreement among the participants. Blue curve shows front-back
movement of shake, black arrow indicates state change of the phone or direction of movement,
and brown-bold arrow indicates the direction of rotations.
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The common reason for choosing that gesture was described as ‘natural’.

2) Real-world Metaphors. For the tasks where codified gestures cannot readily be

found, the participants tried to generate creative gestures. It is obvious that generating

creative gestures is primarily influenced by real-world metaphors which occur in daily lives.

Blind people are primarily influenced by what they do on a daily basis. Gestures performed

by blind people are linked to their meaning by mechanical determinism (i.e. daily action)

rather than by similarity of visual resemblance (i.e. iconic). For example, to navigate to the

home screen, half of our participants designed their gestures to flip the phone screen back to

front (i.e. undo). The most common reason for that motion gesture was ‘returning to the

original place’. Also, being asked to perform gestures for zoom in, some of our participants

designed their gesture to continuously rotate the phone up along the x-axis. Some others

performed gestures by raising the smartphone tending to increase height of the device. For

design reason, a majority of the participants shared the opinion of one of the participants:

“Enlarging an object is like increasing the level of volume in a music player. It is increasing

a level”.

We also noted that blind people tend to create gestures when mimicking the normal use

of different devices that they use daily. For example, for panning tasks in map navigation,

one of our participants mentioned his design rationale was to mimic the use of the cardinal

directions in his compass.

3) Consistent Mapping. In general, consistent mapping is where opposed actions

are achieved by reversed movements. For example, if a rotate flick to the right is gestured

for Next, the gesture for Previous is a rotate flick to left. In our study, we found that

consistent mapping was mentioned very often by the participants as a design rationale for

the gestures they made. For example, while performing gestures for Hang-up Call, one of

the participants flipped the smartphone forwards and stated his design rationale as: “I flip

the phone backward and bring to the ear for answering a call. Then I will remove the phone

from the ear and flip forward to hang-up the call”.

Again, some other participants were found to generate related gestures for Ignore Call
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and Place Call, Pause and Power Off, etc. We speculated that blind people are more

likely to use consistent mapping than sighted people to arrange tasks in more memorable

and accessible ways. This occurred more obviously when suggesting open-ended use cases

and performing gestures for the suggested tasks. It is arguable that consistent mapping

is a way of grouping or relating gestures but not a specific type of gesture in and of itself.

However, appreciating this often-used methodology for creating gestures by our participants,

we presented consistently mapped gestures as a specific gesture type for this context.

4) Arbitrary Gestures. Arbitrary gestures are those not linked to the meaning by

either the similarity of real-world metaphor or by any other relationship. During the study,

we found that most of the gestures performed by our participants were labeled with a relevant

rationale that came from their daily experiences. However, in some cases, some of the gestures

performed with a rationale were still difficult to infer without learning the reason. We treated

those gestures as arbitrary gestures.

Figure 3.3 shows the taxonomic decomposition of 208 gestures collected during our study.

We classified the user gestures by the gesture types discussed above. As seen in the fig-

ure, most gestures are metaphoric gestures generated from daily experiences. Consistently

mapped gestures also made up a considerable percentage of the gestures produced. Most

task suggestions during open interviews came from consistent mapping, including use-cases

to Pause the screen reader or music player, Resume, Close and Power Off the system.

Physical Characteristics of Gestures

Regarding the physical characteristics of gestures, we found that our blind participants used

large movements of the hands to produce gestures, tending to have high kinematic impulses.

We paid attention to the physical characteristics of gestures performed by our participants

and used the videos recorded during the study for close analysis. We defined motions per-

formed using only the wrist as small gestures, and defined those performed using both the

wrist and elbow as large gestures. Our participants were found to mostly perform large

gestures. This can be partially due to the lack of feedback in our study which would have



21

Figure 3.3: Percentages of gestures including in each gesture type.

confirmed that their gestures had been recognized. Despite this, we speculated that blind

people are more likely to use large movements as they treated the movements themselves

as feedback to their actions instead of visual feedback. In any case, it is still questionable

whether the participants will still use large movements to create gestures when feedback is

provided. We answer this question in the second study.

Because the physical characteristics of gestures are one of the main concerns when de-

signing interfaces and supporting sensors, we also analyzed the physical characteristics of

the gestures in terms of dimension and complexity. Here dimension means the number of

axes involved in the movement while performing gestures. Single-axis motions include simple

gestures like a flip or a flick. Motions that include a single rotation or translation are tri-axis

gestures, and those including both translations and rotations of the device around its six de-

grees of freedom are defined as six-axis gestures. The complexity is concerned with whether

the gesture is a simple single gesture or a compound gesture that is composed of more than

one single gesture. Figure 3.4 illustrates the percentages of gestures in each category of di-

mension and complexity. The gestures tend to include more translations and rotations than

simple single motions.
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Figure 3.4: Physical characteristics of gestures.

Subjective Responses and Open-ended Use Cases

After each session of the experiment, the participants rated the gestures they performed in

terms of goodness, easiness and frequency of use. Overall, the participants gave the gestures

average scores of 6.14 (SD = 1.069) for goodness, 6.26 (SD = 0.41) for easiness and 6.10 (SD

= 0.81) for frequency. All the ratings were found to be equally and relatively high. This

convinces us that our participants were very receptive to motion gesture interactions.

After the experiment, we asked the participants to suggest possible tasks where motion

gesture interactions can be effective for them. We received considerable suggestions from

some of the participants. One of them suggested Application Pause mentioning that “Some-

times I want to pause the screen reader of my phone on the way. It is very annoying when I

cannot easily find the button to do that”. The same participant also suggested considering

a motion gesture for Power Off stating the same reason i.e., difficulty in finding buttons.

Another considerable use case was proposed by one participant who mentioned that, “It

would be very great if I can define my preferred gestures for calling frequently used numbers.

Sometimes, finding only 3 numbers for an emergency call is still difficult for me”. Similarly,

another participant mentioned that, “I use my phone more as a music player than making

calls. It would be great if I can control the player using motion gestures”.
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Once we obtained tasks suggested by some participants, we asked them to perform ges-

tures for the tasks they suggested. We then treated suggested use cases as additions for

the next sessions asking the participants to define gestures in the think-aloud method, in

order to find design heuristics for possible tasks. After performing a gesture for Pause, one

participant stated, “If I can pause the audio player, motion gesture will be useful to resume

the player”. The same participant commented, “Activating the screen reader (i.e. Act on

Selection) is like pressing the OK button or the Enter key. So, having Cancel and Close

Program functions would also be useful”.

As mentioned before, most of the use cases suggested came from relating similar or op-

posed functions, for example, Pause and Resume. Through the interviews for open-ended

use cases, we noted that our blind participants were very alert to the possibility of motion

gestures for more accessible mobile interaction. This awareness accordingly brings new po-

tential and challenges to designers of smartphone applications and vendors of smartphone

devices.

Differences from Gestures of Sighted People

Ruiz et al. [78] performed a user-defined study for motion gesture interaction that was applied

in sighted people. Since blind people and sighted people have different visual experiences,

we hypothesized that they will have differences in the gesture generation process and in the

gestures themselves. Because we could not have full access to the data set of the previous

study by Ruiz et. al, it is difficult to do a detailed comparison between the gestures of blind

people and sighted people. However, it is worth highlighting some significant differences

through user-defined gesture sets and gesture taxonomy.

1) Gesture Taxonomy Ruiz et al. [78] presented four-fold taxonomic themes for motion

gestures in their study with sighted people: real-world metaphor, physical (direct manip-

ulation), symbolic (visually depicting a symbol) and abstract gestures. Indeed, symbolic

gestures and physical gestures primarily rely on visual capability. Our blind participants did

not perform symbolic and physical gestures, and we could not include them in the taxonomic
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themes of gestures. Instead, we added natural gestures and consistently mapped gestures in

the taxonomic themes of our study.

2) Gesture Generation Process In Ruiz et al.’s study [78], for hanging up the call, the

user-defined gesture of sighted people was found to remove the phone from ear and rotate

the screen like hanging up the phone receiver on a telephone. None of our participants

mentioned rotating the screen for hanging up the call because they rarely consider whether

the screen is facing back or front. Rather, the majority agreement was just removing from

the ear and putting somewhere. This implies that blind people may not be aware of some

visually demanding actions that sighted people do. Also, sighted peoples gestures were found

to mimic the use of a magnifying glass for Zoom in/ Zoom out tasks, and shaking the phone

to Return to home screen with the reason of clearing current contents. On the other hand,

gestures performed in our study were linked to the meaning by mechanism determinism, for

example, drawing circles for zooming and flipping the phone front and back for returning

to home screen. Again, Ruiz et. al reported that most of the gestures performed by their

participants were slight flips because the participants concerned about the visual feedback on

the screen. On the other hand, the physical characteristics of gestures in our study were large

movements including more rotations and translations. This implies that the differences in

visual capability, daily experiences, daily device uses and expected feedback make differences

in the gestures performed by blind and sighted people. These differences are worth taking

into consideration when designing motion gesture interfaces.

3.3.5 Discussion

In this section, we discuss some broader implications of our results for motion gesture inter-

actions and mobile interactions. For blind users, one of the primary reasons for accessibility

problems in smartphones is the difficulty they have learning the interfaces on an invisible

screen. For the sake of learnability and memorability of motion gestures for blind people,

designers should consider consistent mapping where related or reverse gestures are available

for similar or opposed tasks. For example, designing relative gestures for Pause, Close and
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Power Off can make the interfaces more learnable because more logical to the blind.

As noted, gesture generation by blind people was primarily influenced by metaphors

from daily life, thus we argue that the most usable and memorable motion gestures are

those designed to best reflect real-world metaphors from the users’ daily lives. This design

implication also indicates the need of the participation of representative blind users in design

processes. Also, designers should pay specific care not to include gestures that are unexpected

by these users. As discussed earlier, blind people are sometimes not aware of the visual-

based actions that sighted people perform (for example, a gesture for hanging up the call).

Designers should avoid gestures including these kinds of actions. Wherever possible, symbolic

gestures and the direct depiction of visual objects should also be avoided.

Regarding the physical characteristics of gestures, we found that our participants used

large movements to generate gestures so that their gestures were undoubtedly recognizable

enough. With respect to the physical characteristics of gestures performed by blind people,

demand for motion accuracy should be reduced. This means that the gesture recognition

and the supporting sensors should allow flexible freedom of movement to perform gestures

for interactions.

The user-defined gesture sets of our study also informed us that the most ergonomic inter-

actions need combinations of different modals optimized for a specific task or context. Thus,

various sensors integrated with todays smartphones should be used to support multimodal

inputs and outputs for the most intuitive and natural interactions. Recalling suggestions in

open-ended interviews, gesture customization is a very acceptable and beneficial interface

options for blind users. More customizable motion gestures should be available for simple

tasks on smartphones.

3.4 Study 2: Motion Gesture Interfaces in Mobile Phones

In this study, we investigated the usability of motion gesture interfaces implemented by

gestures suggested in Study 1. In this study, the participants used both a smartphone with

a motion gesture interface and a feature phone with a button interface, to browse contacts
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and make calls. The study was motivated by three research questions: 1) do motion gesture

interfaces provide more efficient use of smartphones compared to traditional feature phones?

2) what do blind users actually experience using motion gesture interfaces? 3) what design

implications can be learned for smartphone assistive interfaces?

Besides the user defined motion gestures set, Study 1 also provide some design insights

to consider when developing interfaces for the second study. We identified three common

guidelines for designing the motion gesture interfaces for smartphones. First, feedback was

provided to every gesture the participant made. In the first study, gestures were found to

be created using large movements. It was questionable whether the lack of feedback affected

the gestures performed and if the participants still use large movements for gestures when

feedback are provided. The interfaces in the second study were thus designed to provide

vibration feedback or speech feedback to each gesture input. Second, motion gestures were

designed to minimize the need for motion accuracy. This is related to the first considera-

tion. The physical characteristics of gestures performed in the first study suggested that we

should allow users more freedom of movement for doing gestures. Third, motion gestures

were designed following consistent mapping. Understanding the users’ reliance on consistent

mapping in the first study, we designed the motion gestures to consistently map wherever

possible. Figure 3.5 describes the interactions used, and Table 3.1 describes feedback pro-

vided to each step of experimental task.

Following the design guidelines above, we developed a set of interactions that allowed

users to browse a contact list and make a call non-visually. The task selection for this

study was based on the fact that browsing a phone book and making a call are two of the

most common and fundamental functions available on a smartphone. Although there are

advanced functions available on smartphones, even the most basic functions such as receiving

and making a call still impose limitations on visually impaired people. These limitations

cause other smartphone affordances to be out of reach for visually impaired users. We were

motivated to investigate how motion gesture interactions enable this user group to access

the most basic smartphone functions.
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Figure 3.5: Motion gesture interfaces of making a call. (1) A flick gesture to browse phone
book, (2) Flip motion to right is used to browse contact, (3) Flip motion to left is used to
browse previous contact, (4) Flip backward to select the contact and make call, (5) Flip
forward to hang-up the call.

3.4.1 Participants and Apparatus

Eight participants (2 females, 6 males) were recruited. The ages ranged from 22 to 49 years

(Mean = 28.37 years). Three of the participants were blind and 5 of them were blind-folded

during the study. All of the blind participants had participated in the first study. 2 of them

are totally blind and one can see light. All participants are right-handed. Each was paid $10

for their time and effort for the experiment.

For the study, we used a Samsung Galaxy Nexus smartphone and Panasonic EZ180

feature phone. For the motion gesture interface in smartphone, custom software was running

to recognize the participants’ gesture and perform corresponding functions. The custom

software read the value of accelerometer sensor on the smartphone and the sensor values

were mapped to the functions. The system was developed in Java Eclipse IDE. All the

experimental sessions were video recorded.

3.4.2 Procedure

Each experiment session started with a practice session where the two systems in smartphone

and the feature phone were explained and demonstrated.

In each trial, the participant started by browsing the contact list. Contact lists were
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Step Feedback

Phone Book Vibration to confirm the participants that the

gesture is recognized

Next/Previous Speech reading out the contact names

Make call Vibration

Hang-up

call/Home screen

Vibration

Table 3.1: Feedback provided to each step of the experimental task.

set up in the same order in smartphone and feature phone. The participants selected the

contact name instructed by the experimenter by going next and previous. When the contact

has been selected, the participant made a call and hold the phone for 5 seconds. They hung

up the call after 5 seconds. The procedures occurred with the same steps and in the same

order in both systems.

The participants were allowed to practice on the systems until they could successfully

perform the tasks. At the end of the practice session, the participant was handed the

smartphone and asked to perform the experimental task. After completing the experimental

task with the smartphone system, the participant was handed the feature phone and asked

to perform the same task. The participant performed two trials for each system.

During the study, task completion time and errors were recorded for each trial. Task

completion time was the time elapsed from the moment the participant started browsing the

contact list until they hungup the call. After all trials, participants were asked to complete

a questionnaire about the two systems. Participants indicated their agreement with three

statements about each system using 7-point Likert scale (1 for strongly disagree, 7 for strongly

agree) based on ease of use, user satisfaction and fatigue to use the system.

The experiment ended with the experimenter collecting all subjective comments and

suggestions from the participants.
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3.4.3 Results

Task completion time, errors and subjective ratings were analyzed.

Task Completion Time and Errors

Task completion time and errors were recorded during the study. The participants completed

the tasks faster with the motion gesture interfaces than with the button-based interfaces

(F(1,7) = 8.76, p <0.05). The mean time for task completion using the motion gesture

interface was 16.56 seconds (SD = 2.35) while the mean time for button interface was 24.75

seconds (SD = 9.17). During the study, half of the participants started using the smartphone

system while the other half started using feature phone. However, there was no learning affect

or significance occurred in performance of the participants. Figure 3.6 shows task completion

time using each system.

Overall, very few errors were made using either system. The difference in error rates

between the two systems was not statistically significant. The mean values of errors were

0.25 for the motion gesture interface (SD = 0.462) and 0.50 for the button interface (SD =

0.93) respectively. Blind-folded participants made more errors with button interface because

they had less experience using the feature phone. But blind participants were able to use

both systems without any errors.

Subjective Assessment

After the experiment, the participants completed questionnaires about the two systems.

Among the three questions, ‘ease of use’ was found to have statistical significance (F(1,7) =

6.818, p <0.05). Participants indicated that using the motion gesture interface was easier

than using the button interface. The questions for ‘ease of learning’ and ‘less fatigue’ revealed

no significant differences between the two systems. Figure 3.7 shows the subjective responses

of participants to the two systems.

Also, following all the experimental sessions, participants answered the questions about
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Figure 3.6: Task completion times for the two systems..

their experiences using the two systems and any suggestions.

Motion Gesture Interfaces. Participants commented positively on the motion gesture

interface. They mentioned that the motion gesture interface was more natural, and easier

to remember and to use. As expected, blind-folded participants who are smartphone users

preferred the motion gesture interface to the button interface. Of the three blind participants,

two preferred the motion gesture interface. One of them was neutral or positive about both

systems, because she was familiar with feature phone. One negative comment about the

motion gesture interface was that it would become tiring while browsing many contacts.

Furthermore, one of the blind participants commented that grouping contacts may be useful

to reduce browsing time. He also commented that the touch-fling gesture for opening the

contact book was very comfortable. One of the blind participants also commented that he

was never confident using a touch screen device, but motion gestures would be useful for

blind users.

Button Interfaces. Most of the participants agreed that the button interface delivered

slow response times compared to the smartphone system, and they had difficulty finding the

buttons. Blind participants who are feature phone users mentioned that many buttons were

arranged on a small space and it was difficult to distinguish the buttons.
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Figure 3.7: Subjective assessment of users on two interfaces.

Feedback. One noticeable comment from all participants was that vibration feedback was

very understandable and comfortable. In the study, vibration feedback was provided to every

action that had no speech output. The participants mentioned that vibration feedback made

them sure that the gesture they performed was recognized by the system.

3.4.4 Discussion

The study results convinced us that motion gesture interfaces can offer a successful mobile

interactions that enable non-visual interaction for blind users. The positive comments about

the motion gesture interface primarily focused on its simplicity and quick access. However,

according to analysis of the qualitative feedback, we must declare that motion gesture in-

terfaces are effective mostly for discrete tasks such as Making call, Hang up call, Enter/act

on selection, Cancel, Resume, etc. Therefore, for continuous tasks such as navigating and

scrolling, motion gesture interfaces should be combined with other interaction techniques

that are efficient for supporting continuous tasks.
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Positive comments about vibration feedback also provided us with insights for non-visual

output in mobile contexts. The use of vibrations can be extended to convey rich of non-visual

information to blind users. Various kinds of information can be encoded in different patterns

of vibration. However, today smartphones are usually equipped with only one vibration

motor. We hope that smartphone vendors will equip more vibration motors that provide

richer interactions in the future.

Regarding the issue of feedback and gesture size from the first study, we paid attention

to the participants’ gestures when provided with vibration feedback and speech feedback.

For this purpose, we performed close analysis of each participant profile using the videos

recorded during the study. We found that most of the participants performed small gestures

when speech output was provided (i.e. browse next or previous contact). On the other

hand, most participants (6 out of 8) performed large gestures when only vibration feedback

was provided (e.g., when making and hanging up a call). Therefore, designers should pay

attention to the feedback type when designing motion gestures.

Finally, we learned that a successful assistive interface is not only about usability and

performance. The users’ confidence and motivation to use the system, and the users’ expe-

riences while using the system make the interfaces most effective. In our study, we found

that the participants were very pleased with the simplicity and performance of the interfaces

we proposed. During the training session of experiment, one of the participants stated that

“It’s very interesting, I will use a smartphone if I can control it this way!” Although motion

gestures are not always the best in every situation, our study met a good match between task

and interaction techniques that suited the users’ capabilities. This encouraged the users to

use the system. Therefore, instead of building the interfaces only around knowledge about

the users’ disabilities, it is important to identify the users abilities and to find the best

interaction technique for a given situation.
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3.5 Study 3: User-defined Mid-air Gestures for TV Control

Mid-air gesture interfaces have become increasingly popular due to its intuitive and natural

control. However, only a very few studies [48] have explored the use of mid-air gestures

for blind people. Consequently, blind people have not enjoyed equal access to the benefits

provided by such technologies. One promising use of mid-air gestures for blind people is

their use for TV interactions because TV is one of the most common and essential activities

of many blind people [3]. We have confirmed this fact through our preliminary interviews

with blind people where we found that they used TV for more than 7 hours per week.

Furthermore, the interviews informed us that blind people often have difficulty finding their

remote controls or figuring out the button layout. Such problems suggest that employing

mid-air gestures for interaction with TVs is a useful alternative method.

To design usable and accessible gestures, we determined that the first important step was

to understand the mental mapping of blind users when performing mid-air gestures. Thus,

we investigated the mid-air gesture preferences of blind people for TV interaction using a

user-elicitation approach. With the user-elicitation approach, we were able to formulate a

classification of gesture types and the frequency of various body parts usage. However, we

found two primary limitations with the user-elicitation approach. First, our participants

experienced much difficulty and stress trying to come up with their own gestures for some

commands because they did not have adequate understanding of the design alternatives

and possibilities. Consequently, there was a gesture consensus only for commands that

were familiar to users. Second, for unfamiliar commands, our participants suggested many

abstract/random gestures which seemed to be rather inefficient and unsuitable for gesture

inputs.

To address these limitations, we conducted a second study which adopted a choice-based

elicitation approach [86] as a complementary approach where the participants were given a

predetermined range of possible gestures from which to choose. All participants reported

that they appreciated the gesture choices as the choices helped them to discover more suit-
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able gestures. We also found that the choice-based elicitation approach can help confirm the

preferences of certain gestures, while guiding the participants to reach a consensus for unfa-

miliar commands. We conclude our work with some generalized implications for mid-air TV

gesture interaction design, as well as some discussion regarding the use of the choice-based

elicitation approach.

Our contributions include:

1. We analyzed 180 defined gestures from which we developed a classification of gesture

types for blind people and determined the frequency of body parts usage.

2. We leveraged the choice-based elicitation elicitation approach to address commands

that had little consensus among participants and about which blind participants had

little understanding or awareness.

3. We present a complete gesture set of mid-air TV gestures for blind people.

4. We present design guidelines for mid-air gestures for blind people by analyzing patterns

of user gestures and their mental mappings.

5. We discuss the usefulness and general guidelines of the choice-based elicitation ap-

proach.

3.5.1 Participants

Twelve blind participants (7 males, age range = 26 to 78 years, Mean = 53.9 years, SD =

12.64) were recruited. One of the participants could see light, two of them could see the

presence of objects but not able to distinguish shapes. One could see objects. The other

participants were totally blind. Ten of the participants were ‘early blind’ (age 0 to 3 years),

and the rest two were ‘late blind’ (one at 6 years and the other at 17 years). All participants

regularly ‘listen’ TV for more than 7 hours each week. None had experience using mid-air

gestures for TV control or any other devices. Eleven participants were right-handed and one

was ambidextrous. Each participant was paid $15 for the experiment.
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3.5.2 Procedure

Our study design used a user-elicitation approach similar to that of [78, 104]. As with

previous elicitation studies, we did not want participants to take recognizer issues into con-

sideration, i.e., to remove the gulf of execution [33] and to observe the users’ best possible

gestures.

At the start of the experiment, participants were asked to define gestures for 15 TV

commands in randomized order. To identify the most preferred gesture and reduce any

ordering effects, participants were allowed to reuse the same gesture for multiple commands.

Each command name was communicated by the experimenter, along with the description

of the command’s effect (e.g., “Open TV ” followed by “This command will power-on your

TV ”).

During gesture defining, participants were instructed to think-aloud while performing

their gestures, confirming the start and end of their performed gesture and describing their

corresponding rationale. To determine how well they imagined the gestures, we recorded

gesture defining times, i.e., the time between command instruction and gesture execution.

After each group of commands was defined (each group contains approximately 5 com-

mands), participants were asked to evaluate their gestures, using similar evaluation to that

of [104]: “The gesture I performed is a good match for its purpose”; “The gesture I performed

is easy to perform”; “The gesture I performed is tiring”.

The experiment took around 1.5 hours, and it was audio and video recorded for qualitative

data analyses.

3.5.3 Commands

We identified commonly used TV commands. We also selected commands that are specifically

used by blind people, e.g., Voice Guide. A total of 15 commands were selected for the

experiment (see Table 3.2).
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No. Command Description

1 Open Power on TV

2 Close Power off TV

3 Channel Change channel

4 Favorite Channel Go to saved channels

5 Next Go to next channel/menu

6 Previous Go to previous channel/menu

7 Volume Up Increase volume

8 Volume Down Decrease volume

9 TV Guide Check channel list and time

10 Pause Pause

11 Play Play

12 Menu Open menu

13 Yes Answer Yes to system question

14 No Answer No to system question

15 Voice Guide Activate voice guidance for blind users

Table 3.2: TV commands used in Study 1 and 2.
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3.5.4 Results

Our results include a gesture taxonomy, body parts used, agreement score, gesture defining

time and subjective ratings.

Classification of Mid-Air Gestures

As noted in related work, gesture classifications have been developed for surface gestures

[104] and mobile interactions [78]. However, no work has established a taxonomy of mid-

air gestures for blind people. We classified gestures collected from the study along five

dimensions: nature, form, axes of motion, binding and flow. Each dimension was further

classified into multiple subcategories (see Table 3.3 and Figure 3.8a). Gesture taxonomies

obtained in our study and those in [104] and [78] were different for two main reasons: (1) the

gestures were performed for different interactions (i.e., surface gestures, motion gestures in

mobile phones and mid-air gestures), and (2) they were performed by users with significantly

different capabilities (i.e., sighted users and blind users).

Nature dimension is a classification of gesture-meaning relationships.(1) Symbolic ges-

tures are depictions of symbols, for example, drawing a letter ‘V’ for the Voice Guide com-

mand. As we expected, very few symbolic gestures were performed in our study, given that

these gestures require visual references. (2) Metaphorical gestures linked to their meaning

by mechanical determinism (i.e. linked to the logical meaning of daily actions or feelings, not

linked to their visual similarities). For example, some of our participants put their hands near

by the ears for the Voice Guide command indicating that “I want to hear”. Metaphorical

gestures reflecting common daily actions were the most frequently performed gestures by our

participants. Among the metaphorical gestures, we found some conventional gestures. For

example, four of our participants performed ‘OK gesture’ for the Yes command. (3) Deictic

gestures refer spatial information of objects. For example, when asked to perform a gesture

for the Menu command, one of our participants said, “I would put the Menu command at

the upper right corner of the screen and point at it”. It is important to note that, unlike
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Dimension Category Description

Nature

Symbolic Gesture depicts similarity of symbols.

Metaphorical Gesture indicates a metaphor.

Deictic Gesture refers to spatial information.

Abstract Gesture-command mapping is arbitrary.

Form

Static pose Hand pose is held in one location.

Dynamic pose Hand pose changes in one location.

Static pose with

path

Hand pose is the same but the hand is moving.

Axes

of

mo-

tion

Sagittal User moves the hand/leg forward and backward.

Horizontal User moves the hand/leg left and right.

Longitudinal User moves the hand upward/downward.

Compound-axes User hand movement includes more than one di-

rection.

Stationary User performs the gesture keeping the hand or

fingers at one location.

Binding

Independent Gesture requires no information about object

positions or body parts.

Body-centric User moves the hand/leg using spatial reference

of the body.

Body-referenced User moves the hand with respect to other body

parts.

Flow
Discrete Response will occur after user performs the ges-

ture.

Continuous Response will occur while user is performing the

gesture.

Table 3.3: Taxonomy of mid-air gestures based on 180 gestures.
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Figure 3.8: Percentage of gesture types and body parts used.

sighted people who are able point at visual on-screen contents, our participants performed

pointing gestures only relying on their proprioception. That is, they could only refer the

content position to hand movements in distinct and specific directions which are related to

their body (i.e. upper left, upper-right, etc.) rather than by accurate reference to the display

or on-screen contents on the display. (4) Abstract gestures are linked to the meaning neither

by the similarity nor by any other relationship that allows one to infer the meaning from

the gesture. Arbitrary gestures were the second most performed gestures in our study. For

example, when asked to perform a gesture for the Voice Guide command, one of our par-

ticipants came up with the gesture which showed a finger stating no clear gesture-meaning

relationship.

In the form dimension, (1) static pose is where the hand pose is held in one location, for

example, showing the palm for the Stop command or showing ‘OK’ for the Yes command.

(2) Dynamic pose is where the hand pose changes within one location, for example, the

blink gesture (close and open the palm) for the Open TV command or the double tap by

the foot for the Yes command. (3) Static pose with path is where user moves the hand

but hand pose is not changed, for example, moving the hand from left to right for the Next

command or moving the hand upward for the Volume Up command. These gestures were



40

the most frequently performed gestures. One interesting observation is that our participants

mostly used distinctly exaggerated movements, that is, moving their entire forearm or arm

instead of only the wrist and the hand when performing hand or finger gestures. When asked

about the reasons, our participants commented that they were not sure of the boundary of

interactions, thus making large movements seemed to reassure them and give them confidence

that they had performed the actions in a manner that made them clearly recognizable. While

gestures with static pose with path were the most frequently performed in our study, it is

noticeable that there can be cases where the user moves the hand position and also changes

the hand pose (i.e. dynamic pose with path). However, none of our participants performed

such gestures in our study.

The axes of motion dimension shows the direction of user movements of the hand, foot

or fingers. (1) Sagittal gestures are those where users move the hand forward and back-

ward. Examples include moving the hand backward to represent ‘undoing’ for the Pause

command and pushing the finger forward as ‘pushing a button’ for Open TV. (2) Horizontal

gestures are those where users move the hand or foot left and right, for example, moving

the hand left and right for Next/Previous. (3) Longitudinal gestures are those where users

move the hand upward and downward, for example, moving the hand upward for Volume

Up. (4) Compound-axes gestures are those where user movements include more than one

spatial dimensions. For example, some of our participants drew a circle in the air for TV

Guide. Another example is moving the hand in the upper-right direction where our partic-

ipant stated, “I would put the Menu command at the upper-right corner of the screen and

point at that direction.” (5) Stationary gestures are those where users perform their ges-

tures keeping their hands or fingers in one location. With respect to the form dimension,

stationary gestures are static and dynamic gestures while sagittal, horizontal, longitudinal

and compound-axes gestures are static gestures with path.

In the binding dimension, (1) independent gestures require no information about the

world or the body. Examples are showing ‘OK’ sign for the Yes command and showing the

palm for Stop. These gestures can be performed anywhere regardless of their relation to
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the user’s body or objects on the screen. (2) Body-centric gestures are performed by users

by referring spatial information to the body, for example, moving the hand to the left of

the body or by moving the foot forward. These gestures were the most performed gestures

by our participants. While it is understandable that body-centric gestures are specifically

selected and performed for certain commands, such as Next/Previous commands (moving

the hand left and right), we found that our participants performed body-centric gestures in

many other cases as well. Examples are waving the hand left and right for the Play/Pause

commands, drawing the hand backward to represent undoing for the No command and

moving the hand in an upper-right direction to represent skipping for the Favorite Channel

command. (3) Body-referenced gestures were performed by referring other body parts, for

example, putting the hands near by the ears for Voice Guide. Another example was that

our participants performed body-referenced gesture by opening the hands (clasp two hands

together and then separate them) for commands such as the Open TV, Play and the Voice

Guide commands.

In the flow dimension, (1) discrete gestures are performed and responded to as one event,

for example, the blink gesture for the Open TV command. (2) Continuous gestures require

ongoing recognition. One example is raising the hand for the Volume Up command. Discrete

or continuous gestures were performed depending on the users’ perceptions of the system

responses to their gestures for the commands. For the Open TV command, it was expected

that the system would respond by opening the TV instantly after the gesture; the partic-

ipants performed discrete gestures for that command. On the other hand, for the Volume

Up command, the participants continuously moved the hand upward as if progressively in-

creasing the volume to certain desirable level. Similarly, for the TV Channel command, the

participants rotated the hand steadily as if to continue until they found the desired channel.

Use of Body Parts

Figure 3.8b shows the use of body parts. One-handed gestures with the right hand were the

most preferred, followed by one finger gestures, two hand/finger gestures, and foot gestures.
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Hand gestures were commonly performed in the form of movements, such as waving

the hand left and/or right for Next and Previous, waving the hand left and/or right for

Select Channel, and moving the hand up and down forVolume Up/Down. Finger gestures

commonly featured the index finger to draw a circle to activate TV Guide or to pointing in

order to Open/Close the TV. Fingers were also used to perform ‘OK’ gesture for the Yes and

the crossed fingers gesture for No. Foot gestures were used by some participants when they

wanted to do the same gesture they had already performed using the hands or fingers. For

example, one of our participants who moved the right foot to right for the Channel command

mentioned, “I would like to use my leg because I have done the same gesture for Next using

the hand.” Although the participants were allowed to suggest the same gesture for different

commands, they often used the feet reasoning that they wanted to use different gestures

from the previous gestures they had already performed. We observed that, our participants

performed their foot gestures mostly for abstract gestures where they could not suggest any

gesture-meaning relationship. For example, one participant moved the right foot to the right

for the Menu command stating, “When I have no idea what gesture to use, I just change

the body part”.

Agreement Score

To determine the gesture consensus among participants, we calculated the agreement score

using a formula from [104]. The calculation of agreement score is as follows:

Ar =∑

Pi

(∣

Pi

Pr

∣)

2

(3.2)

where Pr represents all gestures performed for event r and Pi is a subset of identical gestures

from Pr. Ar ranges 0 to 1.

Figure 3.9 shows the agreement score of each command. We found that user-defined

gestures in our study had a slightly lower agreement score (0.24) compared to past studies

(0.28 and 0.32 in [104]). There were some commands that had relatively high agreement

scores such as Next and Previous. However, for more abstract commands such as Voice
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Figure 3.9: Agreement scores and gesture defining times of the user-elicitation approach.

Guide and Favorite Channel, participants reported that they had difficulty imagining the

gestures. As a consequence, most participants came up with arbitrary gestures about which

they had no clear rationale as to why they defined the gesture in that particular way. Some

participants reported that they felt tired as the elicitation process was cognitively demanding.

Defining Time

Gesture defining time is the time between command instruction and gesture definition. It

can measure the speed and ease of defining of commands which can help inform how well

participants can imagine their gestures. The mean defining time of all commands was 22.92

seconds (SD = 12.02). Figure 3.9 shows the mean defining time for each command. Some

commands showed consistency between agreement scores and defining times. For exam-

ple, Previous and Volume Down both had high agreement scores and low defining times.



44

Similarly, there were commands such as Play and Favorite Channel that participants had

difficulty imagining and consequently there was low consensus among the participants. On

the other hand, there were also some commands with low agreement scores but also low

defining times, e.g., Pause and No, suggesting that there were certain commands where, al-

though each participant had some clear idea of the gestures, they shared little commonality

between participants’ preferred gestures.

Subjective Ratings

Unlike past works, we found that the highest agreed gestures in our user-elicitation study had

no significantly higher good match rating compared to other gestures. This indicates that,

in our case, popularity did not necessarily identify better gestures over the worse ones. This

was largely due to the fact that our participants had a lot of difficulty imagining suitable

gestures and partly due to their lack of experiences with gesture interactions.

3.5.5 Discussion

The classification of gestures revealed that most gestures performed by our participants came

from their daily experiences, for example, raising the hand for the Open TV command which

mimics switching on the light and pushing the hand forward for the same command which

mimics pushing buttons on their household appliances and devices. From the binding dimen-

sion, we observed that our participants preferred body-centric gestures, that is, moving hands

or fingers to directions with respect to the body (left, right, forward, backward, etc.). Given

that our participants did not perform gestures combining dynamic poses with path gestures,

we observed that they preferred gestures with simple hand movements. When performing

those gestures, user movements could include any directions (of left/right, forward/backward

and upward/downward) and most of the gestures occurred at the frontal plane of users. Also,

for the gesture recognition, it is important to note the inclusion of compound gestures, for

example, moving the hand to draw circle in the air (i.e. the hand moves to more than one

spatial dimension in a single gesture). Regarding the physical movements when perform-
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ing gestures, gesture recognition should be developed to accommodate exaggerated hand

movements which were preferred by our participants. Gesture recognition should also be

developed with attention to user expectations regarding the system’s response. For exam-

ple, continuous gestures such as gestures for Volume, Select Channel would require on-going

(sustained) recognition of gestures.

Regarding the use of body parts, we observed that right and left hands, right fingers, and

2 hands and fingers were mostly used for the metaphorical, deictic and symbolic gestures.

The left finger, left foot and right foot were not recommended for gesture design, given that

these body parts were not commonly used and we observed that they were mostly used for

abstract commands.

Some commands in the user-elicitation study achieved low-agreement scores, given that

our participants had no clear idea of mid-air gesture interfaces and design. Defining gestures

for the given TV commands was very hard and tiring for our participants resulting in low

agreement scores, especially for abstract and unfamiliar commands such as Voice Guide,

No, Favorite Channel, Play, Pause, TV Guide and Menu commands. The higher defining

time revealed the fact that our participants had much higher difficulty imagining suitable

gestures in the user-elicitation approach. Thus, to address these gaps, we recruited the same

participants and conducted a choice-based elicitation study where participants were asked

to select their preferred gestures from a predefined list.

To minimize any possible effect of the user-elicitation approach on the choice-based elic-

itation approach, we set sufficient time gap (around 1 month) between Study 1 and 2.

3.6 Study 4: Choice-Based Elicitation Approach

Study 1 allowed us to develop an understanding of user gestures and their mental mappings

through the detailed analyses and classification of gestures. However, we found that our par-

ticipants had difficulty suggesting suitable gestures for certain TV commands, for example,

Voice Guide, No, Favorite Channel, Play, Pause, TV Guide and Menu. The objective of

Study 2 was to adopt the choice-based elicitation approach to better understand the prefer-
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ences of gestures in commands where users had less idea of gesture design. In choice-based

elicitation, participants were asked to select their preferred gestures from a list of designer-

selected choices. The choice list contained two data columns, one for gesture choices, and

another for commands, with the relationship as many-to-one, respectively.

3.6.1 Selecting Choice Candidates

We regard the process of selecting which choices to include in the choice list and how choices

are introduced to participants to be key to the effectiveness of the choice-based elicitation

approach. Four measures were considered.

First, there is abundant evidence to show that too many or too few choices may decrease

user engagement and can possibly confuse users [36]. However, there exist no simple rules

to decide the suitable number of choices. To decide the number of choices, we adhered to

two grounds - (1) modern working memory studies show that humans can only hold about 4

chunks at a time in their memories [14]; (2) consistent with the memory capacity theory, our

initial pilot study with two blind people shows that they preferred a range of 2 to 4 choices.

Based on these two grounds, we kept our number of choices to no more than 4.

Second, in order to ensure that each gesture choice is reasonable, there is a need to select

gesture choices that are considerably intuitive. We recognized that there are many different

ways to construct the choice list and that this depends largely on designer preferences. To

demonstrate one possible way, we derived our choices from three places (Study 1, related

work, and designers) - (1) we selected the highest-agreed gestures for each command from

Study 1 (26.67% of gestures in the choice list). We also selected any gesture from Study 1 that

we intuited to be potentially intuitive and suitable (28.33% of gestures in the choice list); (2)

we derived some gesture choices from existing works (e.g., [100]); (3) we designed some gesture

choices based on our own experience with blind people. Also, gesture classification derived

from Study 1 also helped us to design the most suitable gestures for Study 2, for example,

selecting the body parts, avoiding symbolic gestures wherever possible. The final list of

gesture choices achieved a high interrater reliability among authors and one independent
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rater (Kappa = 0.919, p < 0.001).

Third, to ensure that each choice was equally exposed and judged, experimenters asked

participants to perform each choice, instead of only passively listening to the different choices.

This also enabled the participants to weigh each gesture based on how comfortable it was to

use.

Last, to prevent any possible ordering effect of choices (i.e., due to the recency or pri-

macy effect on choices), we decided that all choices should be presented to participants in

randomized order.

3.6.2 Experimental Design

To understand how choices can help us better understand users, the same 12 blind partic-

ipants in Study 1 were recruited. We used the same set of commands as in Study 1. The

procedure was also conducted in a similar manner to Study 1, except that the participants

were provided with a list of choices and were asked to select their most preferred choices.

Each command name was communicated by the experimenter, along with the description

of the command effect. The experimenter then provided the first gesture choice, i.e., the

experimenter explained how to perform the gesture, followed by asking the participants to

perform the gesture. For each command, the experimenter went through all choices in a

similar manner. Gesture choices were presented in a randomized order. The experimental

session took around 1.5 hours.

3.6.3 Results

Agreement score, gesture defining time,subjective ratings and the mid-air gesture set were

presented.
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Figure 3.10: Agreement scores and response times of the choice-based elicitation approach.

Agreement Score

The choice-based elicitation approach achieved a noticeably higher agreement score (0.37)

(Figure 3.10). This result was initially expected because choices reduced the possible vari-

ations between participants. Nevertheless, the choice-based elicitation approach was found

to be useful, particularly for commands where participants have no clear ideas of their own,

e.g., Favorite Channel, Voice Guide, TV Guide. Participants reported that the supplied ges-

ture choices enabled them to learn, to feel confident, and to discover more suitable gestures,

particularly for difficult commands.

Defining Time

To understand how long it took the participants to select their choice, we measured the

time between the choice presentation time and decision time. The mean defining time of all
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commands was 7.16 seconds (SD = 3.13). Figure 3.10 shows the mean defining time for each

command. We found that the gesture choices can guide users to discover better gestures.

Subjective Ratings

We found that the highest agreed gestures had significantly higher good match rating (Z

= -2.612 , p < 0.01) compared to other gestures. This indicates that, in the choice-based

elicitation study, popularity does identify better gestures over the worse ones. We were

thus confirmed that the choice-based elicitation approach can help confirm the preferences

of certain gestures, and thus increase users’ confidence on their choices.

Mid-Air Gesture Set

Based on the highest agreed gestures, we developed the mid-air gesture set for TV commands

(see Figure 3.11). Nine of the 15 commands shared similar highest-agreed gestures in both

user- and choice-based elicitation approaches. These nine commands includes Open/Close,

Volume Up/Down, TV guide, Yes, Previous/Next, and Voice Guide. Another six com-

mands were mainly based on the choice-based elicitation approach which include Play/Pause,

Change Channel, Favorite Channel, Menu, and No. Using the choice approach, we found a

good average consensus on these six commands (0.32).

3.6.4 Discussion

Gesture agreement scores for all commands increased in the choice-based elicitation study.

Higher agreement scores were expected given that the choice-based elicitation approach has

fewer choices than the user-elicitation approach. However, we observed the effectiveness of

the choice-based elicitation approach especially for abstract or unfamiliar commands which

had quite low agreement scores in the user-elicitation study. The agreement scores for those

commands noticeably increased in the choice-based elicitation study: Voice Guide (increased

by 192.31%), TV Guide (138%), Favorite (113.33%), Pause (105.88%), No (93.33%), Yes
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(72.73%), Play (70.59%) and Menu (66.67%) respectively. Gestures for commands that had

the highest agreement scores in the user-elicitation study (Next, Previous, Channel, Volume

Up, Volume Down, Close and Open) had the highest scores in the choice-based elicitation

study and in the same order .

The choice-based elicitation approach also helped confirm that there was indeed some

commonality in the participants’ mental mappings to the gestures, and this commonality

could be more likely observed when all participants were equally informed about the different

possibilities within the design space.

Figure 3.11: Highest-agreed gestures in choice-based elicitation approach.
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3.7 General Discussion

We have explored the use of the user- and choice-based elicitation approach, and our studies

showed promising results. This section discusses (1) mental model observations, and (2)

user-elicitation and choice-based elicitation.

3.7.1 Mental Model Observations

Our quantitative data, qualitative data and video recordings enable us to capture user mental

models that will benefit the design of mid-air gestures for blind people. Guidelines are

summarized in Table 3.4.

Symbolic vs metaphors

We observed that the mid-air gestures of blind people were quite different from those of

sighted people in a way that sighted people performed a lot of symbolic gestures [100] and

our participants performed very few (fewer than 3%) of those gestures. Instead, metaphoric

gestures were mostly performed by our participants. For example, while the gesture for

Menu was drawing letter ‘M’ in [100], the gesture for the same command in our study was

the “Open Book” gesture (Figure 3.11). Most of our participants chose that gesture stating

that, “This gesture is like opening a menu book at a restaurant”. Thus, it is important for

designers to understand which daily actions of blind people can be exploited as potential

gestures in interactions with digital devices.

Also, for the Volume Up/Down commands, gestures of sighted people included having the

non-dominant hand as a visual reference of measurement while moving the dominant hand

upward/downward increasingly with reference to it [100]. However, none of our participants

performed gestures that referenced measurement. Thus, for commands like VolumeUp/Down,

gesture recognition should be developed so that users can rely only on their non-visual skill

via proprioception, that is, the system should recognize the fine self referenced movements

of users as measures of degree (increase/decrease).
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Visual resemblances vs logical mapping

It is important to understand how blind people perceive the meaning of certain commands.

For example, the highest agreed gesture in user-elicitation study for TV Guide was drawing

a circle in the air stating, “the meaning of a circle is ’all’ and a TV Guide also shows all TV

channels.” This gesture was also the most agreed gesture for TV Guide in the choice-based

elicitation. During the choice-based elicitation study, although the participants were given

other gesture choices for the same command such as moving the hand from up to down (as

if to indicate a channel list), none of our participants chose that gesture. This informed us

that the imagination of our participants for certain commands can be very different from

that of sighted people (i.e. visual-based imagination of the TV Guide as a channel list vs

logically mapping as showing the whole). Thus, designing gestures that are related to visual

resemblances should be avoided as these gestures may not be intuitive to blind users.

Body-centric

As discussed in earlier sections, our participants mostly performed body-centric gestures (i.e.

moving the hands or fingers to left/right, forward/backward, and so on). From our semi-

structured interviews, we also observed that spatial references relating to their body was a

great aid in many situations (for example, saying “coffee cup at the left and mobile phone at

the right”). Thus, it is clear that body-centric gestures with simple movements are desirable

for blind users.

Also, both sighted and blind users may simply want to select contents on the screen when

they have no gesture ideas for triggering the commands. In our study, deictic gestures were

performed by our participants stating that they would like to place the menu items and select

them. However, finding and selecting the on-screen contents will be different between sighted

and blind users, given that blind users have no visual cues to help them find the content on

the screen. For such cases, gesture recognition should allow users to rely on non-visual skills

such as proprioception, for example, users can select the content just by moving their hand
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in certain directions (upper-left, right, etc.) with reference only to their own bodies.

I want to use old things that I have learned

During the study, our participants often came up with gestures that they commonly used

to interact with appliances and devices in their daily lives. For example, the highest agreed

gesture in both studies for the Select Channel command was rotating the hand left and

right which mimicked rotating the channel dial on old televisions. Similarly, the participants

selected a “Push button gesture in mid-air for the Open/Close TV command which mimicked

pushing buttons in their mobile phones. Thus it is important for designers to understand

the commonly-used actions used by blind people when interacting with their commonly used

devices and appliances. Although the influence of daily device usage may also be applicable

for sighted users, the devices used and the interaction experiences can be quite differently

perceived between blind and sighted people (e.g., smartphone vs. feature phones). Thus,

designers should pay close attention to those differences when designing gestures that mimic

the use of older devices.

Reversible gestures are more memorable

We observed that our participants used consistent mapping of gestures for many commands,

for example, Next/Previous, Volume Up/Down, Play/Pause, and so on. Notably, reversible

gestures were very important for blind users for gesture learnability and memorability because

mapping similar and opposite things was an efficient learning aid for them in many cases.

During Study 1, one of the participants stated, “I do an open hands gesture (i.e. claps the

two hands then separate them) one time for Play, so I would do the same gesture 2 times for

Open TV because they are similar commands.” This implies that even for commands that

are not directly dichotomous, our participants preferred mapping similar or opposite gestures

where possible. Thus, it is a good idea to design reversible gestures wherever possible.
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Big movements are more recognizable

All our participants used noticeably larger movements when they performed gestures. This

can be partially due to the lack of feedback during gesture performance in our study. We

speculated that by exaggerating their movements our participants compensated for the lack

of feedback intending to eliminate uncertainty regarding the perception of their gestures and

ensuring that their movements were clear enough to be recognized by the system. Thus,

gesture recognition should be developed to allow freedom of movement. Also, time-based

gesture recognition should be avoided because blind people may perform gestures with big

movements at a different pace to sighted people.

3.7.2 User-Elicitation and Choice-Based Elicitation

We observed that the choice-based elicitation approach can work well when the user has no

clear idea of gesture possibilities. Nevertheless, we cannot disregard the results from user-

elicitation. In particular, we found that the results from the user-elicitation proved to be

very useful. They enabled us to understand the gestures that users were familiar with and

the commands that they had little idea about and those that they had difficulty imagining

gesture(s) for. Conducting only the choice-based approach may not allow us to obtain such

insights. By combining the information from both the user-elicitation and the choice-based

elicitation approaches, we gained useful insights for designers, as demonstrated in previous

section. We thus suggest that it would be beneficial to use both approaches during gesture

design processes.

Participants commented on the benefits of the choice-based elicitation approach in three

ways. First, it helped users understand what is possible within the design space. By learning

through the choices, participants commented that they understood better about the different

possibilities in the design space. This understanding was reflected by one participant who

stated that, “For some commands, it was just impossible to imagine, I really appreciated the

choices, as I could learn through examples.” Second, the choice approach made participants
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to think actively about all the possibilities presented to them. Participants commented that

the process of selecting their preferred choices caused them to think actively. One of the

participants commented that it was fun as they felt like they were ‘wearing the hat of a

designer’. In addition, by carefully considering all possibilities, the choices allowed them to

discover better gestures than they had thought of themselves. Third, the choice approach

enhanced their confidence and engagement during the participatory design process. By giving

choices, our blind participants felt very confident when they discovered that the gestures

they had preferred were also in the choice list. All blind participants reported that they

appreciated the gesture choices as they helped guided them to decide on their preferred

gestures. One participant stated, “The choice list helps me to express what I really want.”,

another commented, “This is like a game and it’s fun!”.

For designer convenience, we summarized our experience of using the choice-based elici-

tation approach in the form of five generalized guidelines.

1. We should consider the number of choices based on the memory and attentional capac-

ity pertaining to different demographics. For example, old people may prefer a fewer

choices, compared to young people.

2. It is essential for users to actually perform each gesture choice instead of just passively

to look at or listen to a description of a gesture. By actually performing the choice,

users can better estimate the suitability of the gesture.

3. The criteria for selecting candidate gestures for the choice list should be specified as

objectively as possible, e.g., high-comfort, high-speed and/or low-error rate, etc.

4. It is important to carefully consider the issue of learnability in the choice-based elici-

tation approach, as the selected gesture may not have originated from the user’s mind.

5. Although we found that the choice-based approach is effective for our blind participants,

user-defined and choice-based approaches have their own respective advantages and

they can well complement one another limitations.
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Guidelines Criteria

Metaphors

Gestures should be designed mimicking metaphor in users’ daily lives.

Avoid symbolic gestures such as drawing letters (e.g., ‘M’, ‘X’).

Avoid gesture that needs visual references (e.g., sizes, distances).

For measurements, system should recognize the fine self-referenced

movements of users as measures of degree.

Logical

Map-

pings

When mapping gestures to daily metaphors, actions (e.g., gesture

that represents opening a menu book for the Menu command) should

be used.

Mimicking visual similarities (e.g., gesture that represents the Menu

as a list of items) should be avoided.

Body-

centric

Movements in performing the gestures should be easily relatable to

user body (e.g., moving left and right, backward and forward).

If pointing are required to trigger a menu, users should be able to rely

on reference only to their own bodies (e.g., moving the hand upward,

upper left).

The need of accurate reference to the display or on-screen contents

on the display should be avoided.

Commonly

Used

Device

Gestures should be designed to mimic the use of users’ older devices

whereas possible.

Attention should be paid to differences of commonly used devices of

blind and sighted people (e.g., smartphone vs feature phone).

Reversible

ges-

tures

Reverse gestures should be designed for dichotomous commands.

Reverse or related gestures should also be designed for similar com-

mands (e.g., Pause, Close TV ) where possible.

Exaggerated

user

move-

ments

Gesture recognition should allow freedom of movements for perform-

ing user gestures.

Expect slow pace due to big movements in gestures performed by

blind users.

Avoid time-based gesture recognition.

Table 3.4: Design guidelines and criteria.
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Chapter 4

MOTION MARKING MENUS

4.1 Introduction

Motion gestures were found to be desirable interfaces for blind people in many situations.

However, the bandwidth of motion gestures is somehow limited. To increase the bandwidth

of motion gesture interfaces, we proposed motion marking menus, and studied user capabil-

ities to perform motion marking menus. Then we developed and evaluated a motion-based

marking menu system in smartphones.

Even though some accessibility issues remain with smartphones, reliance of people with

visual impairments on smartphones has been increasing [106]. Although smartphones sup-

port screen readers, such as VoiceOverTM and TalkBackTM [102], and voice commands, these

features can be inefficient in noisy environments and inappropriate in quiet public environ-

ments. These systems enable users to browse menu items on touch screens using speech

feedback. However, they require users to perform long sequences of touch gestures to browse

the menus. This results in increased user fatigue and dissatisfaction. There is an increasing

need for more efficient interactions as supplements or alternatives to the accessibility features

that are currently available for users with visual impairments.

Literature has shown that marking menus are readily adapted to mobile devices because

they offer fast and eyes-free interaction [69]. This indicates that marking menus can offer

significant benefits to people with visual impairments for eyes-free mobile interactions. In

mobile situations, these users mostly have one hand occupied with a cane or a guide dog

[106]. Thus, we propose marking menus working together with motion gestures to provide

users with fast access to smartphones using only one hand. Adequate motion sensors are

now available on most common mobile devices [66], and we developed motion gesture-based
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Figure 4.1: Motion Marking Menu (MMM) interfaces in smartphones.

marking menus in 3D space, which is called Motion Marking Menus (MMM) in order to

enable people with visual impairments to access smartphone menus (Figure 4.1).

In spite of the potential, the capability of people with visual impairments to perform

motion marking menus has not been investigated. A thorough understanding of such capa-

bilities will help in the design of more efficient and accessible interfaces. With the motivation

of providing implications in designing motion marking menus, this study seeks to investigate

the spatial ability of people with visual impairments to perform with motion marking menus.

Research questions include: 1) How many menu items can there be at each level? In

other words, we wanted to determine how many directions people with visual impairments

can distinguish to successfully perform with marking menus. 2) How deep or how many

hierarchic levels can people with visual impairments go before marking menu performance

drops off?

4.2 Related Work

Related work includes marking menus for mobile devices, mobile device accessibility for

people with visual impairments and mobile spatial interactions.
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4.2.1 Marking Menus on Mobile Devices

Kurtenbach et al. [54] proposed marking menus that allow users to perform menu selection

by either selecting an item from a pop-up menu or drawing marks in the direction of the

desired menu item. Recently, marking menus have been adapted to mobile devices. Jain

and Balakrishnan [37] developed a marking gesture based mobile text entry system which

requires less visual attention from users. pieTouch [17] is a marking gesture based vehicle

information system designed to reduce visual demand. Francone et al. [20] presented a

touch-based marking menus for navigating data hierarchies on mobile phones. Although not

focused on accessibility, Oakley and Park [69] demonstrated a marking menu based eyes-free

menu system with 3D rotational strokes. This system deviated from the traditional marking

menu system in that it was one dimensional and the system involved dividing a 90 degree

portion of rotational space into three targets of 30 each. Bauer et al. [7] presented a marking

menu system for eyes-free interactions with large displays using smartphones and tablets. In

their study, a marking menu was placed on the touch screen of smartphones and tablets so

that the users could remotely interact with large displays.

These studies have demonstrated that marking menus are beneficial for fast and eyes-free

interactions in mobile devices. Despite the fact that marking menus promise eyes-free input,

questions about the capability of people with visual impairments to perform marking menus

have not been investigated.

4.2.2 Mobile Device Accessibility for People with Visual Impairments

Kane et al. [43] presented a specialized touch-based interface for menu selections called

Slide Rule. Slide Rule is a set of audio-based multi touch interaction techniques that enable

people with visual impairments to access smartphone functions including making phone calls,

mailing, and music performance functions. Zhao et al. [113] developed EarPod using touch

input and sound feedback for eyes-free menu selections. Audio-based text entry systems were

also developed by Sáncheznchez and Aguayo [82] and Yfantidis and Evreinov [108]. These



60

systems used multi-tap and directional gestures and audio feedback, to enable users to enter

text on touch screens.

The literature has demonstrated several accessibility features on mobile devices that

utilized touch-based gestures and speech feedback. In mobile situations, people with visual

impairments mostly have one hand occupied with a cane or a guide dog [106], while touch-

based interfaces may require users to use both hands, one hand for holding the phone and one

hand for performing gestures. Although touch-based interfaces enable one hand operation

using the thumb, user performance in thumb-based interactions greatly relies on several

factors such as surface size, hand size and hand posture [8]. For the purpose of use “on the

go”, 3D motion gestures are suitable because they provide fast access and enable users to

operate the system with only one hand [66]. Also, a previous study has reported that motion

gesture interfaces were efficient and receptive to users with visual impairments [15]. Thus,

we propose motion-based marking menus as an efficient way for these users to interact with

smartphones.

4.2.3 Mobile Spatial Interactions

Recently, there has been a growing interest in research regarding input techniques in mobile

devices that allow spatial inputs. For example, SideSight [12], Abracadabra [24], Minput

[25], Skinput [26] and HoverFlow [49] provided spatial inputs in mobile devices. Peephole

displays [107] offered spatial input that maps physical movements of a device to movements

in a virtual world. VirtualShelves [60, 61] extends these techniques by treating the space

around the user as a discrete set of regions (shelves), so that the user can access contents

on these virtual shelves. Gustafson et al. [22] presented Imaginary Interfaces i.e. spatial

interactions that occur only in the user’s imagination.

Several studies have demonstrated spatial interactions in mobile devices as a promising

eyes-free input modality. Our study seeks to investigate the spatial ability of people with

visual impairments to perform with motion marking menus for eyes-free input in mobile

phones.
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4.3 Preliminary Interviews

Before the experimental studies, we conducted a preliminary interview with 10 participants

with visual impairments (ages range from 27 to 78 years). 5 of them were totally blind, 2

of them could distinguish between light and dark, and 3 of them could see objects but none

were able to distinguish between objects. The interview for each participant took around

one hour. Each participant was paid $10 for their participation.

The purpose of the interview was to investigate (i) current problems with mobile phones

that they were using, (ii) the potential of marking menus and spatial interactions as eyes-free

interfaces, (iii) the spatial awareness of people with visual impairments in their daily lives.

4.3.1 Current problems with mobile phones

Seven of the participants used feature phones and the other three used smartphones. When

asked about their current mobile phone usage, the feature phone users commented mostly

on the limited features in their mobile phones and the need for faster operation. All of them

mentioned that they would like to have more access to more utilities such as GPS, calendar,

weather, etc. The smartphone users mostly commented on the fatigue they experienced using

their smartphones. Current accessibility features in smartphones support flick gestures and

speech output to browse menus on the screen. One of our participants stated, “Many times

(when using the smartphone), I want to jump the cursor to the function I want to select.

Sometimes the guiding voice is frustrating in public places.” This encouraged us to test

the efficacy of the motion marking menu system as a solution to problems with current

accessibility features.

4.3.2 Potential of marking menus and spatial interactions

Through the interview study, we learned that many interactions in the daily lives of people

with visual impairments are facilitated by spatial awareness and kinesthetic memory. All

participants consistently mentioned that performing their daily tasks was mostly facilitated
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by touch, relocation of objects that they use each day and by memorizing habits that they

learned through repetition. When asked about daily tasks that they could successfully

perform by repetition and habit, one of the participants replied, “I can put an appropriate

amount of water into a jug to make coffee even though I cannot see it.” The same participant

mentioned, “It is not that difficult to do daily tasks. But I am in trouble if someone has moved

things that I usually use.”

The important point to note with marking menus is that the physical movements per-

formed when selecting a menu item are rehearsed and embedded in the user’s muscle memory.

Thus, we were convinced that marking menus could be used as eyes-free interactions for peo-

ple with visual impairments.

4.3.3 Spatial awareness

When asked about their awareness of directions, all participants expressed difficulty in fig-

uring out directions in terms of cardinal directions (i.e. North, West, etc.). Most of the

participants were not familiar with directions either in terms of a compass (N, S, W, E) or in

terms of the twelve divisions on the dial of a clock or watch (e.g. “at 2 oclock”). One of the

participants mentioned, “I can roughly say directions of hours on a clock because I used a

tactile watch before. For example, 8 o’clock would be at the lower-left of my body.” Another

participant stated, “I have never used a compass though a compass with sound or texture

would be usable.” The same participant also mentioned, “Nowadays, it is very easy to use

digital clocks with sound, so, I am not familiar with the directions on a clock.” Instead, they

all agreed that directions relative to their body (i.e. left, right, etc.) were easy to understand

and that they frequently used those directions to arrange items they used each day. One

participant mentioned, “I put my daily items around my chair where I can easily access them,

for example, my mobile phone at my right side, my radio or charger at my left side.” All

of the participants mentioned that they preferred saying directions using left/right because

they are constant (related to the body). The answers regarding the spatial awareness of our

participants suggested that their familiarity with compass or clock layouts depends on the
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individuals’ training in visual thinking (e.g., whether they were exposed to and taught to

read a braille clock or a raised compass).

Being informed by the interview study about the potential of marking menus and spatial

interactions for people with visual impairments, we conducted user studies to investigate

the extent of efficiency and comfort with which people with visual impairments can perform

marking menus.

4.4 Study 5: User Capabilities to Perform Motion Marking Menus

Study 1 was conducted to answer the questions, 1) How many menu items can there be at

each level? 2) How deep or how many hierarchic levels can people with visual impairments

go before marking menu performance drops off? 3) Is wider breadth better than deeper

depth in marking menus, or vice versa?

4.4.1 Experiment Design

Experimental trials to establish the number of items (breadth) and number of levels (depth)

were designed as within-subject repeated measurements. The participants performed menu

selections in 16 menu configurations of 4 breadths (angular width 90○), 6 breadths (angular

width 60○), 8 breadths (angular width 45○) and 12 breadths (angular width 30○) crossed with

depths from 1 to 4 levels. The schematic diagram of menu breath and depth is shown in

Figure 4.2. The rationale for selecting the number of menu breadths and depths was based

on findings from our interview study and the experiment design from a previous marking

menu study [54]. We also added 6-item menus because we hypothesized that this menu

configuration could be a good option when menu selections in 8-item menus were found to

be too error prone for our participants.

In each menu configuration, three different menu selections were presented. Each selection

was presented three times. Three different menu selections were configured to include both

easy and difficult target menus were included. Easy menus were those that existed along

vertical and horizontal axes (i.e. left, right, up, down). Difficult menus were those that
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Figure 4.2: Schematic diagram of menus used in the experiment. (a) Menu items (breadth),
(b) Menu levels (depth).

existed in off-axis positions (i.e. upper-left, upper-right, etc.). We paid attention to ensure

that menu selections in our study included easy, moderately difficult and difficult menus.

Each participant performed 432 (16 menu configurations × 3 menu selections × 3 repetitions

× 3 blocks = 432) trials in total.

The order of the menus was counterbalanced using a Latin Square. The occurrences of

menu configurations were randomized among the participants.

4.4.2 Participants

Thirteen participants (2 female and 11 male), with ages ranging from 26 to 78 years, par-

ticipated in the experiment. One of the participants could see the light and three of them

could see objects, but none were able to distinguish between objects. The rest were totally

blind. All the participants were right-handed. Each was paid $10 for their participation.
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Figure 4.3: Experimental setup. (a) Participant performing menu selection, (a) Interface in
Vicon Nexus 2.1 while performing gestures.

4.4.3 Apparatus

For capturing user hand movement in menu selections, we used 12 Bonita 10 cameras (frame

rate: 250 fps, resolution: 1 megapixel (1024 × 1024), lens operating range: up to 13 m angle

of view wide (4mm): 70.29○ × 70.29○, angle of view narrow (12mm): 26.41○ × 26.41○).

The participants hold an Alcatel OneTouch (Dimension - 5.37 × 2.74 × 0.30 in, Weight

- 1.6g) smartphone for performing motion gestures. 10 markers (4mm wide) were attached

on the smartphone, the participants wrist, forearm, elbow, arm and shoulder.

For the Vicon system, Nexus 2.1 motion capture software was used. A custom software

was also developed to track user hand movement data from the Vicon system and trigger

real-time instruction to the participant. The system was written in C#.Net. The software

systems and their interfaces are shown in Figure 4.3.

4.4.4 Building Models

Before the experiment started, we asked the participants their comfort hand side for holding

and using a mobile phone. During the experiment, the participants used their comfort hand
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(left or right hand) for performing the gestures. For this purpose, user models were built

for both left and right hands. For each hand side, the model included 4 segments: shoulder,

arm, forearm and the Phone. Three markers were used for the shoulder segment, two for the

arm, two for the forearm and three for the phone.

One marker on the shoulder, one on the elbow and one on the phone were used for

connecting two segments that is, connecting the hand and forearm, connecting the forearm

and arm, and connecting the arm and shoulder.

To enable the system differentiate the left and right hand with no errors, markers on the

arms were put in different positions at the left and right side. That is, markers on the left

arm were put higher than those on the right hand so that the two ratios would be different

and the system made little no confusion between the left and right arms.

4.4.5 Procedure

The participants were introduced to the purpose of the study and the study procedure. Then,

we got biographic information participants’ biographic information and a signed consent

form. The participants were asked about their comfort hand side for using a mobile phone.

Then markers were put on the participants and they were also handed a smartphone on

which three markers attached.

Then the participants were trained with the menu layouts. To help the participants learn

the menu layouts better, we put tactile patterns of directions on the wall. The participants

were exposed to the tactile directions and allowed to practice until they felt that they were

familiar to all directions and labels of the directions.

After training and practice session, the experiment started. Each experimental trial

occurred as follows. The participants stayed at relax state that is, put their hand side

against the body. Then system said the participants to stay at ‘ready’ state. The participants

responded by moving their hand to anywhere that they felt comfortable to start the menu

selection. Then, the system read out the menu name which the participant had to select.

The participant responded by moving their hand to select the menu. For menu selection with
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more than one menu level, the system read out the next menu to select while the participant

is performing gesture for the previous menu level (see Figure 4.4). This procedure was

repeated until all menu levels were completed.

Figure 4.4: Menu selection with 2 menu levels which included ‘up’ and ‘down’ directions.

Once the participants stopped their hand movement as they have performed the menu

selection, the system instructed the participant to stay back at ‘relax’ state. The next menu

was read out by the system with 3 to 5 seconds time-interval. Menu selection time and

errors were recorded. Menu selection time was the time elapsed between the times when the

participants started hand movement from the ‘ready’ state to the time when they stopped

their hand movement as they have performed the menu selection. Errors were angle errors of

the participants; hand movement in a particular menu layout, with respect to their starting

‘ready’ point. Angular errors were calculated for each gesture stroke (each menu level).

Thus, if one of the gesture stroke with a particular menu level had angle error, that menu

selection was regarded as error menu selection.

All experimental trials were divided into 3 blocks. All the experimental trials were video

recorded. After the experiment, the participants were asked about their subjective comments
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on each menu configuration, directions that were particularly easy or difficult for them to

figure out and perform the gestures.

We measured errors, menu selection time and selection accuracy. Errors were angle errors

of the participants; hand movement in a particular menu layout, with respect to their starting

‘ready’ point. Angular errors were calculated for each gesture stroke (each menu level). Thus,

if one of the gesture stroke with a particular menu level had angle error, that menu selection

was regarded as error menu selection. Response time is the time elapsed between the times

when the system started saying the first command to the time when participants ended

gestures. We we collected the participants’ subjective assessments based on the statements,

“The direction is easy to figure out”, “The gesture is easy to perform”, and “The gesture is

tiring”. The experiment for each participant took around 1 hour and 40 minutes.

4.4.6 Result

The data of interest were error rates and response times. Error rates were measured by the

percentage of incorrect selections out of 9 trials in a particular menu layout. Response time

was defined as the time elapsed between the display of the menu until the completion of the

gesture by the participant.

Before analyzing the data, we removed errors caused by “mental slip” [68]. For example,

sometimes when instructed to select the menu on the left, participant would accidently move

the hand to the right. We did not include these types of errors in the data sets because they

were not caused by selection inaccuracies. During the experiment, the participants were

given real-time instructions using the custom software. The software was developed to give

the instructions based on thresholds set for vector speeds of participants hand movements

(e.g., start moving the hand for gesture, stop moving the hand after gesture, etc). In a

few cases, the software could not give the instruction and log the movement data because

the participants’ hand movements were not matched to the system’s thresholds (e.g., the

participants moved slower that the threshold speed). For those cases, we recorded the trial

number of those movements and also removed those data from the data set.
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A two-way repeated-measure ANOVA (analysis of variance) was used with the two factors

of the number of items (breadth) and the number of levels (depth). All tests were run at a

significant level of alpha (α) = 0.05.

Errors

Figure 4.5 shows error rates in each menu layout. All participants were able to select a menu

from a 4-item menu without any errors up to 2 levels. Error rates were affected by both the

menu breath (F(3, 30) = 65.96, p <0.05) and by the depth (F(3, 30) = 51.07, p <0.05).

There was a statistically significant interaction between breadth and depth to affect the error

rates (F(9,90) = 3.95, p <0.05). Post hoc analysis with Bonferroni correction indicated that

error rates were not significantly different among 4-item, 6-item and 8-item menus, until 2

levels. However, error rates become significantly higher in 6-item and 8-item menus than in

4-item menus starting from 3 levels (p <0.001). No significance was found between 6-item

and and 8-item menus at any level. Error rates in each menu layout are shown in Table 4.1.

Breath
Depth

1 2 3 4

4
0.0

(0.0)

0.0

(0.0)

1.35

(0.56)

6.05

(2.70)

6
0.76

(0.76)

3.79

(2.60)

11.36

(3.03)

19.69

(3.23)

8
1.51

(1.02)

5.30

(2.58)

6.06

(2.27)

19.72

(3.24)

12
17.49

(2.78)

24.89

(3.74)

36.33

(2.38)

44.40

(3.16)

Table 4.1: Mean error rates. Standard errors are shown in parentheses.

We divided the menus into three groups: one group consisted of entirely on-axis menus,
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another group consisted of a mixture of on-axis and off-axis menus, and the last group

consisted of entire off-axis menus. Then we analyzed user performance in the three groups.

As we hypothesized, axis had significant effect on errors (F(2, 22) = 16.2, p <0.05). We also

found that axis and menu levels had significant interactions on errors (F(8, 88) = 30.56, p

<0.05). This was particularly reflected in 6-item menus. In 6-item menus, errors become

significantly higher in level 3 (up to 11.36). As the number of menu levels increased, more

off-axis items were included in the combination because most of the menus existed “off-axis”

(60, 120, 240 and 300 degrees) in 6-item menus. Similarly, in 8-item menus, errors increased

from 6.06 up to 19.72 in level 4.

To evaluate the affect of motion directions on performance, we compared performance in

mirror pairs of menus (i.e. left/right, up/down, down-left/down-right and up-left/up-right).

In general, more errors were found for right and up-right directions when compared to left

and up-left. However, no significant effect of directions on performance was found for any

directions.

We analyzed the learning effect by analyzing the error rates after each block. Error rates

decreased over blocks. Significant differences in error rates were found between block 1 and

block 3 (p <0.05) and between block 2 and block 3 (p <0.05). No significant difference was

found between block 1 and block 2 (p = 0.265). This result is shown in Figure 4.7a.

“Mental slip” errors are accidental errors that occur in any human actions [68]. In our

study, the participants reported that left and right directions were easily mistaken when

performing marking menus. We performed detailed analysis of errors caused by “mental

slip”, and confirmed that 80% of errors caused by “mental slip” were made for left and right

directions.

Response time

Response time was affected both by the menu breadth (F(3, 33) =14.24, p <0.05) and by the

depth (F(3,33) = 165.91, p <0.05). Breadth and depth also interacted to affect the response

time (F(9, 99) = 3.04, p <0.05). Post hoc analyses with Bonferroni correction indicated that
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Figure 4.5: Percentages of errors in each menu layout.

4-item menus were significantly faster than 6-item menus, 8-item menus and 12-item menus.

No significant differences were found between 6-item and 8-item menus. Response times

increased linearly as the number of menu levels increased (Figure 4.6), and the differences

were significant at any level (p <0.001). Response times in each menu layout are shown in

Table 4.2.

We analyzed the learning effect by analyzing the response times after each block. Re-

sponse times decreased over blocks. Significant differences in response times were found

between block 1 and block 3 (p<0.05) and between block 2 and block 3 (p<0.05). No sig-

nificant difference was found between block 1 and block 2 (p=0.328). This result is shown

in Figure 4.7b.

4.4.7 Discussion

The experiment results and qualitative data collected in the interview enabled us to answer

our research questions relating to the marking menus of people with visual impairments.
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Figure 4.6: Response times in each menu layout.

Figure 4.7: Average error rates and response times after each block. (a) Error rates, (b)
Response time.

1) How many menu items can there be at each level?

From our study and preliminary interviews, we observed that people with visual impairments

are less aware of directions in terms of cardinal directions. On the other hand, they were
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Breath
Depth

1 2 3 4

4
1.25

(0.15)

1.75

(0.12)

2.50

(0.16)

3.34

(0.15)

6
1.39

(0.20)

1.99

(0.21)

2.88

(0.27)

4.04

(0.23)

8
1.16

(0.11)

2.13

(0.16)

2.89

(0.20)

3.82

(0.27)

12
1.35

(0.13)

2.29

(0.20)

3.43

(0.24)

4.21

(0.32)

Table 4.2: Mean response times. Standard errors are shown in parentheses.

able to successfully perform marking menus for each number of menu items (i.e. 4, 6, 8)

used in our experiment. This is because we labeled the menu directions according to the

human body, i.e. left, right, upper-right, etc. Thus, in general, we can suggest that people

with visual impairments can perform directional gestures in up to 8 directions. According to

the data analyses, people with visual impairments are able to perform motion gestures in 8

directions until level 3 (error rate = 6.41%, SD = 6.93) and up to 4 directions in level 4 (error

rate = 3.15%, SD = 5.28) with error rates of less than 10%. However, in 6-item menus, the

error rates became 10.25% (SD = 9.71) in level 3. Most of the menu items in 6-item menus

existed “off-axis”, resulting in more errors made by the participants because more “off-axis”

menu items were included in the combination as the number of menu levels increased (e.g.,

a menu selection with 3 levels may include more “off-axis” items such as up-right, down,

up-left). Thus, we can suggest that our participants could successfully perform gestures in

up to 6 or 8 directions until 3 levels, when the combination of menus to be selected included

moderate numbers of “on-axis” and “off-axis” items.

When paid close attention to menu selections performed by participants with different
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levels of sight and different times when they became blind. We found no significant differences

in performance by the participants. This suggests that the participants could distinguish the

menu directions equally well when the directions were labelled in relation to the human body

(left and right). The literature has also reported that, although people who are congenitally

blind have more difficulty in representing spatial information allocentrically, tasks requiring

egocentric frames of reference (relating to one’s body) were similarly performed by early

blind (early onset of blindness), late blind and sighted people [34].

2) How deep or how many hierarchic levels can people with visual impairments go before

marking menu performance drops off?

Error rates are the main limiting factors for the number of hierarchic levels in marking menus

[54]. According to analyses of our data, we can suggest that people with visual impairments

can perform hierarchical marking menus up to 4 levels in 4-item menus (error rate = 3.15%,

SD = 5.28), up to 3 levels for 8-item menus (error rate = 6.41%, SD = 6.93), and up to 2

levels for 6-item menus (error rate = 3.20%, SD = 8.01) with error rates less than 10% as

shown in [54].

In terms of response time, menu selection time took longer in 8-item menus than in 6-

item menus because of “cognition and choice time (time taken to make a decision from a

number of choices)” [28]. A predictive model of menu selection also suggested that the length

of marks increased as the number of items increased, resulting in longer pointing times [1].

However, the main limiting factor for reliable menu selection would be error rates because

response times are significantly reduced after a number of practices [1, 54].

A previous marking menu study which was performed with sighted people for pen and

mouse interactions recommended using menus with a breadth of 4 up to a depth of 4 (max-

imum error rate 5.10%, SD = 4.20) and menus with a breadth of 8 up to a depth of 2

(maximum error rate 8.82%, SD = 4.62)[54]. In our study, the nearest error rate to 8.82%

was found when the participants performed gestures for 8-item menus up to a depth of 3

(error rate 6.41%, SD = 6.93). Comparing results from our study and those from [54], our
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Criteria Usable menu layouts

Error<1% 4×1 (0.00), 4×2 (0.00), 6×1 (0.76)

1% <Error <3% 4×3 (1.35), 8×1 (1.51)

3% <Error <6% 6×2 (3.79), 8×2 (5.30)

6% <Error <10% 4×4 (6.05), 8×3 (6.06)

Table 4.3: Criteria of acceptable error rates and usable menu layouts.

study results indicated lower error rates in all menu configurations. Thus, it is questionable

whether people with visual impairments have any advantage over sighted people in spatial

ability to perform hierarchic marking menus.

We speculated that the difference in performance from our study and that in [54] is

because of the different input modalities. In [54], the participants drew marks on the screen

using a pen or a mouse. In our study, the participants performed markings using motion

gestures. Physical movement with motion gesture is an expressive channel which has six

degrees of freedoms such that the direction of movement can be more easily related to

the human body by applying proprioception. Moreover, menu direction in our study was

labeled in relation to the human body (left, right) which allowed the participants to rely on

kinesthetic cues (awareness of object positions in space with respect to one’s body). Studies

have also demonstrated that interactions took advantage of proprioception and kinesthetic

cues over interaction in other forms of interaction [63, 89].

4.5 Study 6: Evaluating Motion Marking Menus in Smartphones

Study 1 confirmed that marking menus are usable as eyes-free input for people with vi-

sual impairments. Study 2 was intended to investigate user performance and subjective

assessment using the motion marking menu system. Study 2 was intended to answer the

following research question: How receptive are people with visual impairments to motion

marking menu systems for mobile interactions? To better understand the relative efficiency
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Figure 4.8: Menu systems used in experiment. (a) TalkBack - linear gestures, (b) TalkBack
- spatial localization, (c) Motion Marking Menus.

and users assessments of the marking menu system, we compared our prototype to TalkBack,

a commercial menu system on Android devices for users with visual impairments. TalkBack

enables users to browse menus on touch screens using directional flick gestures and speech

output.

4.5.1 Experiment Design

We developed a proof-of-concept prototype for motion marking menus with 4 × 2 (i.e. 4

items with 2 levels) menu configuration. Two mobile phone applications, phone book and

music, were assigned for the high-level menu items. Four subtasks were assigned to each

high-level menu. For example, four contact names were assigned in the phone book menu.

The menus used in the study are shown in Figure 4.8. To help design the experiment and

optimize the experimental tasks, a pilot study was conducted with one participant with visual

impairments and two blind-folded participants. We chose four by four menu selections in

order to minimize the cognitive load of the participants when remembering the menu layout

and to optimize the time taken for the experiment.

The participants selected each submenu three times. The same eight menu items were

assigned in the TalkBack system. Therefore, each participant performed 48 (2 menu systems
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× 8 menu selections × 3 repetitions = 48) menu selections in total.

Experiments for selection techniques (i.e. marking menus and TalkBack) were conducted

using a within-subject design. Task completion time and error rates were measured.

4.5.2 Participants and Apparatus

12 participants (3 female, 9 male) took part in Study 2. Nine of them participated in Study

1. The ages ranged from 26 to 78 years. Four of them were smartphone users. All were

right-handed. Each was paid $10 for their participation.

For both menu systems, an Alcatel OneTouch Idol 2S smartphone (Processor - Quad-core

1.2 GHz, Dimension -5.37×2.74×0.30 in, Weight - 1.6g) was used. The motion marking menu

system was implemented using a built-in accelerometer senor, in Java language. For the

marking menu system, both novice and expert modes were implemented. In novice mode,

the system read out all menu items at each menu level. In expert mode, only the final

target menu was read out once it was selected. Novice mode was used to let the participants

discover the menu items and practice menu selections. After practicing in novice mode, the

participants used only the expert mode in the experimental trials.

Figure 4.9: Participant performing menu selection tasks.
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4.5.3 Procedure

The experimenter demonstrated each application and explained how to perform each task.

The participants were allowed to practice with each system. The practice session took around

15 minutes. Once the practice session was completed, the experiment began. The order of

menu systems was randomized among the participants. Half of the participants started with

TalkBack, and the other half started with the marking menu system (Figure 4.9). The

participants performed 24 trials for each of the following applications: (i) phone book (ii)

music. Menu selection times and errors were recorded. All the experimental trials were video

recorded.

After the experimental trials, the participants were asked to rate the respective systems

in terms of ease of use, satisfaction with the systems and fatigue when performing the menu

selections, using a 7-point Likert scale. They were also asked to rate on the statement, “I

would like to use them if marking menus and motion gesture interfaces were available on

smartphones.” using a 7-point Likert scale (1 = strongly disagree and 7 = strong agree).

After the experimenter interviewed the participants a set of questions, the experiment ended

with the participants making questions or comments if they had any. We recorded all com-

ments of the participants for qualitative data analysis. The experiment took around one

hour.

4.5.4 Results

After analyzing the data collected in Study 2, we presented menu selection times, error rates

and the subjective comments of our participants using the two menu systems.

Selection Times and Errors

A one-way repeated measures ANOVA test showed that the menu systems have significant

effect on the selection times (F(1,11) = 70.63, p <0.05). The average selection time for

marking menus was 2.37 seconds (SD = 0.57) while selection time for TalkBack was 14.19



79

Figure 4.10: Selection times using the two menu systems.

seconds (SD = 4.46). The menu selection times in the two systems are shown in Figure 4.10.

Selection times both in TalkBack and marking menus decreased over blocks. For Talk-

Back, significant differences in selection time were found between block 1 and block 2 (p

<0.05) and between block 1 and block 3 (p <0.01), but no significant difference was found

between block 2 and block 3 (p = 0.224). For marking menus, significant differences were

found between block 1 and block 3 (p <0.005) and between block 2 and block 3 (p <0.05),

no significant difference was found between block 1 and block 2 (p = 0.502). Selection times

over blocks were shown in Figure 4.11.

The average selection time in TalkBack in block 3 was 11.9 seconds while the selection

time in the marking menus was 1.87 seconds. We remark that, in TalkBack, the speech

feedback after every gesture or spatial localization was one cause of slow selection time,

because users need to wait for voice feedback after each gesture. To make selection times in

the two menu systems more comparable, we also analyzed the data after discarding the audio

feedback time in TalkBack. Also, we analyzed the selection times ranging from the best cases

to the worst cases, that is, where the target menus (main menu and submenu) located at

the top in the menu list, and vice versa. Table 4.4 shows selection times in TalkBack with

the voice feedback times discarded. For this purpose, we analyzed the data from block 3 as

we regarded that users are the most familiar with and expert in using the TalkBack system
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Figure 4.11: Selection times decreased over blocks in the two menu systems. (a) Motion
Marking Menus, (b) TalkBack.

in block 3.

Regarding selection errors, in general, participants made more errors with marking menus

than with TalkBack but there was no statistically significant effect on error rates. Error rates

were 4.56% in the marking menu and 1.66% in the TalkBack system.

Subjective Assessment

Figure 4.12 shows the subjective ratings of the participants. The participants scored better

for the motion marking menu system in all dimensions. A further Wilcoxon Signed-rank

test showed significant differences in satisfaction (z = -2.75, p <0.05) and fatigue (z = -

2.03, p <0.05), there was no significant difference for ease of use. When asked to rank on

the statement regarding how much they want to use motion-marking menus, 7 participants

rated to strongly agree and 3 participants rated to agree. Two of the participants preferred

to use the traditional feature phones that they were currently using.

Most of the participants made positive comments about the marking menu system. One

of the participants who was a smartphone user commented that using the motion marking

menu was like using shortcuts and it was very efficient. The participant also mentioned,

“Sometimes, the continuous voice guidance in current smartphones is frustrating in public
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Main menu Submenu Selection time (sec.)

Phone

Contact 1 2.92 (0.73)

Contact 2 3.31 (0.98)

Contact 3 4.20 (1.02)

Contact 4 5.20 (1.56)

Music

Playlist 1 3.73 (0.98)

Playlist 2 4.64 (1.64)

Playlist 3 5.20 (1.56)

Playlist 4 6.43 (1.31)

Table 4.4: Mean selection time in each menu level after discarding speech feedback times.

places.” Another participant who did not use a smartphone mentioned that both TalkBack

and marking menus were great, really enabling people with visual impairments to use smart-

phones. Ten out of twelve participants preferred the motion marking menu system to the

TalkBack system.

Figure 4.12: Subjective assessment on the two menu systems.

The participants’ comments also showed that there are learnability issues in motion
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marking menu systems. Our participants commented that it was hard to remember all menu

items in a short time, for example, one of the participants stated, “The gestures are easy to

perform but it’s difficult to remember menu positions. But it would be different if I could

arrange the menus by myself.” The same participant commented that customizing gestures

for calling frequently called contacts would be very useful. Another participant mentioned

that the marking menu system was more difficult to learn compared to the TalkBack system.

When doing the gestures for menu selections, most of the participants used small move-

ments (i.e. moving only the wrist). Using small movements, gestures to left were particularly

difficult for the participants. One of the participants stated, “Leftward movements are very

difficult. I should move my arm (i.e large movement using elbow) for gestures to left.” An-

other participant stated, “I want to use only one stroke motion for frequently used functions

like answering calls.” Comments from the participants indicated that the participants were

very alert to the potential benefit of using motion marking menu systems.

4.5.5 Discussion

Recalling research question 4, “How receptive are people with visual impairments to motion

marking menu systems for mobile interactions?,” both quantitative and qualitative data

from Study 2 convinced us that these interfaces are efficient and desirable for people with

visual impairments. In particular, the subjective comments of our participants confirmed

that people with visual impairments are receptive to motion marking menus on smartphones

as a way of interacting with smartphone devices. In addition, marking menus would be easier

for people with visual impairments to learn and use because these users are less aware of

other forms of gesture such as iconic gestures.

While the key advantage of motion gesture interfaces is that they enable one-handed

operations for users, we also observed two important features of motion gesture interfaces

throughout the study. (1) The first is the familiarity of the interaction space. For visually

impaired users, familiarity of the interaction space is particularly important. Compared to

motion gesture interfaces, our participants had much more difficulty to get familiar with
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and perform the tasks on touchscreens. Tasks on touchscreens such as gestures and taps

were particularly difficult for some of our participants. (2) They provide more freedom of

interaction boundary. That is, users can start the interactions anywhere in 3D space, not

limited to the space of a device (e.g., touchscreen).

Nevertheless, we have to declare that motion gestures are not the most suitable for all

cases. For example, users may not remember the menu items which are not frequently used.

In those cases, navigating the menus on touchscreens will be easier for users than recalling

those menus from a motion marking menu system. Thus, we regard that currently available

menu systems and motion marking menus can be good alternatives and supplements.

Throughout the studies, we collected the participants’ subjective comments about gesture

preferences, menu selections and preferred menu layouts, etc. Based on comments from the

participants, we provided design guidelines for motion marking menus in mobile devices.

Preferred Gestures

In Study 1, all participants commonly stated that diagonal directions (i.e. upper-left, upper-

right, etc.) are difficult to instantly understand. Because all our participants were right-

handed, they mentioned that gestures to lower-left and upper-left directions were the most

tiring gestures to perform. Thus, designers should avoid gestures in the opposite direction

of the dominant hand for frequently used functions. The participants also mentioned that

downward gestures were particularly easy to perform because they followed the force of

gravity. Regarding “mental slip” errors caused in left and right directions, menus in the left

and right positions should be designed such that the consequences of operations are close

(e.g. Contact Book and Phone menus in mobile phones) or left and right directions should be

avoided for functions where the consequences of making mistakes are serious (e.g., answering

a call and declining a call).
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Menu Layout

Our participants suggested that one motion (i.e. single stroke gesture) was desirable for

functions such as answering or declining a call. Also, gesture customization should be sup-

ported wherever possible. The subjective comments informed us that end-user customization

is particularly desirable for functions such as Phone (arranging contact names) and Media

Player (customizing playlists). Although customization can be allowed for menu levels up to

the extent of efficiency and comfort with which people with visual impairments can perform

(as discussed earlier), for default menus assigned by designers, menu items of 4, 6, 8 with

menu up to 2 levels deep would be the most preferable when considering the learnability and

memorability of menu layouts for users with visual impairments.

Menu Learnability

There remains a need to consider the learnability of the entire menu layout in novice mode for

motion marking menus. One advantage of the traditional marking menu is that it helps users

make efficient transitions from novice to expert modes and skill levels because it provides

visual information about the entire menu layout in novice mode. Once transited to expert

mode, marking menu works like providing users with a shortcut for the target by continuous

strokes. For motion marking menus, information about the entire menu layout should be

provided to users using speech, before the user switches to the expert mode. Once switched

to the expert mode, users could select the target by a series of continuous motions. Although

participants could learn menu layout and transit to the expert mode easily in our experiment,

more learnability would be facilitated if menu items were arranged as close as possible to the

users’ expectations, e.g., place the most frequently used menus in on-axis positions, and sort

the menu items in meaningful ways. This is particularly important because mental mappings

are a great aid in learning of visually impaired people [94]. End user personalization of menus

would also be helpful for learnability and memorability of menu layouts.
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Gesture Recognition

When performing menu selections in Study 2, we found that the participants had different

preferences for movement to select a menu. Movements were different in length and velocity,

etc. It was difficult for the system to recognize gestures performed using movements with

very low velocity. Gesture recognition should be implemented to allow more freedom of

movement to the users. However, it is not always preferable to have gesture recognition

that is too sensitive. Thus, in real applications, it would be a good idea to allow end user

customization of thresholds for gesture recognition (e.g. slow movement, small gesture, etc.).

Feedback

For successful menu selections, feedback was provided with the menu names read aloud.

Feedback and guidance should also be provided when menu selections are not successful.

For example, users may not perform enough movement necessary to trigger menu selection.

In that case, vibrations or speech guidance should be issued to notify required actions to

the users. Also, it would be desirable to give more feedback options. Users may prefer a

non-verbal sound such as vibration feedback to speech, once they become more expert at

using the systems.
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Chapter 5

DESIGNING WEARABLE VIBRATION FEEDBACK

5.1 Introduction

Research has shown that motion gestures were the most effective when vibration feedback

was provided. In particular, spatial vibration feedback can enhance user’s spatial ability to

perform motion gestures. Vibration feedback has unique affordances to support interactions

of people with visual impairments in two ways: (i) enhancing user capabilities for performing

motion gesture inputs, and (ii) providing non-visual outputs. Researchers have also shown

that vibration feedback in different body positions are more effective for providing spatial

information to users [2]. Nowadays, wearable vibration devices are gaining interests for inter-

actions in various applications, indicating that wearable vibration applied in different body

positions can be beneficial both for input and output for people with visual impairments.

Despite the potential benefit of wearable vibration devices, understanding about suitable

bodily positions is lacking. Furthermore, important factors such as context of use, user com-

fort, wearability and mobility, appropriate vibration intensities which are important factors

in designing wearable vibration devices for navigation have not been adequately explored.

Thus, it is important to find the most suitable vibration positions to convey directional in-

formation in real situations including home and out; these should also be positions that are

practically desirable for users to wear in real contexts.

Thus, we conducted user studies to determine the most suitable body sites for wearable

vibrations and to provide design guidelines. For the study, we proposed 15 vibration positions

(ears, neck, chest, waist, wrist, hand, finger, ankles and feet). We also studied the most

suitable vibration intensity for different posture (static, walking and fast walking). User

perception ratings and errors were recorded. The studies were conducted in real mobile
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environments. We addressed three specific research questions:

Q1: Among the body sites of interest, which positions offer the best vibration perception

in static and walking conditions respectively?

Q2: Which vibration intensities are suitable for those body parts?

Q3: Which vibration positions are the most preferable for users to use in the real mobile

setting?

The study results indicate that the ears, fingers, neck and waist are the most sensitive to

vibrations, followed by the hand, chest and writs. The feet and ankle were the least sensitive

to vibrations. Subjective ratings indicated the writs, waist, hand and neck are the most

preferable vibration positions for users with visual impairments.

The contributions of our study are:

� Assessment of vibration perception on different body sites when users are walking in

the real mobile environment.

� Identifying the most suitable body sites for walking navigation.

� Suggesting suitable vibration intensities for different body part.

� Concrete design guidelines for wearable vibration devices for people with visual im-

pairments.

5.2 Related Work

The literature reports several applications of wearable vibration devices. There is also a

substantial body of psychophysical studies regarding haptic perception of the human body.

For our study which is focused on vibration feedback for walking navigation, we highlight

the most relevant literature in human haptic perception, wearable vibration and walking

navigation.

5.2.1 Human Haptic Perception

Haptic perception across different body sites varies depending on the size and adaptation

of the receptors in each body site [39, 40]. Many researchers have attempted to examine
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vibration sensitivity of particular body sites including the back, waist, chest, wrist and thigh

[41, 47, 95]. Among the body sites of interest, the wrist was proved to be the most sensitive

to vibration; thighs and feet are the least sensitive, followed by the waist, arms and chest.

Lederman et al. [57] who reported the sensitivity of different body sites to haptic stimuli

based on two-point and point-localization threshold methods, noted that the fingertips had

the highest haptic acuity. Notably, the more distal parts of the body have higher haptic

spatial acuity [56].

Animal and human experiments have also shown that the cortical responses to cutaneous

stimuli are profoundly diminished during movement [13, 38, 80]. [4] demonstrated correla-

tions between sensory suppression and movement speed in detection rates of the index finger

tip. Other researchers studied the same effect using vibrotactile simulation[65, 71, 76].

The studies consistently showed that movement during physical exertion had a significant

effect on the perception of tactile simulation. However, there is no clear understanding about

the relative sensitivity of these body sites of interest when exposed to motion in walking in

the real mobile settings.

5.2.2 Wearable Vibration

Van et al. [97] presented a multi-purpose tactile vest for astronauts that supported the

astronaut’s orientation awareness. The location of vibration on the torso indicated the

direction of the standard International Space Station (ISS) orientation. Rukzi et al. [79]

developed a guidance system that used vibration on a mobile phone to represent directions

on a public display. The user’s phone vibrated when direction on the public display matched

the user’s route direction. Wearable haptic devices were also evaluated for driving support

systems. Ho et al. [29] examined directional vibration feedback in a driving simulation. The

study reported that encoding directional information of an oncoming car on the torso (i.e.,

front vs back stimuli) was promising. Other researchers [88] compared tactile and audio

feedback for pedestrian collision warning applications for drivers. For the tactile feedback,

tactors were attached to the drivers’ left and right biceps. The study indicated that tactile
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feedback on the drivers’ biceps was more effective than audio signals for collision warnings.

Other researchers [96] demonstrated applications of tactile displays on the body for sports

and showed that tactile feedback improves rowing efficiency compared to traditional feedback

systems.

Some researchers also demonstrated the use of wearable vibration feedback for non-

visual feedback for navigations, for example, directional vibration feedback on the waist

belt [27, 92, 98]. Other researchers [18, 90] also applied directional vibration feedback on the

users’ back for navigation. The studies showed that tactile feedback can be used to provide

non-visual information to help users find their way around. However, differentiating direc-

tional vibration patterns on a single body site is confusing and probably increases the users’

cognitive load in overloaded mobile environments. This assumption was confirmed by [2] who

found that it was difficult for participants to perceive spatial vibration patterns on particu-

lar body sites. Bosman et al. [10] introduced GentleGuide, a two wrist-mounted vibration

feedback system for indoor navigation. The study showed that two vibration devices, one

on each wrist is more effective than using a single output device on one location. Consistent

with this finding, we proposed that optimal tactile interfaces for walking navigation can be

achieved by an effective combination of several body sites.

All these studies consistently indicate the potential utility of vibration feedback for future

wearable computing. However, the most suitable bodily positions of vibrators for particular

applications were not adequately understood.

In summary, human perception of haptic sensation varies across human body sites, and it

was confirmed that movement degrades performance in haptic perception. The literature has

also shown several applications of wearable haptic sensors on different body sites. However,

factors remaining unanswered are (a) relative interference of movement in the real mobile

context on vibration detection of body sites, and (b) the most effective body sites for vibra-

tion feedback in walking navigation. Our study focuses on effective body sites and design

guidelines for vibration feedback in walking navigation.
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5.3 Study 7: Suitable Vibration Positions and Vibration Intensities

5.3.1 Design

The study was conducted in a public park. We investigated the participants’ vibration

perception in three walking conditions: static, walking and fast walking, and three vibration

levels: weak, medium and strong vibrations. Walking speeds for each condition for all

participants were recorded. The average walking speeds were 4.36 km/h for normal walking

and 5.28 km/h for fast walking. As for the vibration levels, we conducted a pilot study to

determine suitable vibration intensities. Informed by the pilot study, we used 1200 rpm for

weak vibration, 2200 rpm for medium vibration and 3200 rpm for strong vibration.

Regarding the proposed vibration positions, our design was based on careful consideration

as to whether vibrations are easier to perceive in particular positions, whether vibrators can

be easily integrated into clothing or accessories, and whether vibrations in those positions

are wearable in the long-term in real-world settings. Thus, the vibration system was made

so that the vibrations could be wearable and felt through the users’ clothing or accessories.

The vibration positions, walking condition and vibration levels were with-subject. Thus

each participant performed 3 motion conditions × 3 vibration levels × 15 vibration positions

× 3 repetitions = 405 trials in total.

5.3.2 Participants and Apparatus

Twelve participants (11 male and 1 female, ages ranged from 27 to 60, height ranged from

150cm to 180cm, Mean height = 166.91cm, weights ranged from 45kg to 80kg, mean weight

= 36kg) were recruited. One of the participants could see light, two of them could see

objects but unable to distinguish between objects, two of them could see objects. The rest

were totally blind. All participants were right-handed. The participants were paid $20 for

their participation.

Fifteen LilyPad vibrators (rated speed - 12000 rpm, frequency - 200 Htz, vibration am-

plitude - 0.8G, dimension - 20mm outer diameter and thin 0.8mm PCB, weight - 1.2g) were
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used. The motor controller in Experiment 2 consisted of a vibrator controller and a remote

controller. For the motor controller, Arduino Uno Adafruit 16-channel motor driver shield

and PWM driver circuit was used to drive 15 vibrators. The motor driver shield was pow-

ered by an SG 9V battery which drives the vibration motors at 6V. For the remote console,

Arduino Mega and 15 push buttons were used. 4 AA (1.5V) batteries were used to power the

remote controller. The vibration controller and the remote console were connected using two

Xbee wireless modules. Each Xbee module was connected to the Arduino Uno and Arduino

Mega using Xbee shield (see Figure 5.1).

Figure 5.1: The vibration used in the experiment. (a) Vibration system, (b) Examples of
vibrators attached to accessories.
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Figure 5.2: Participant in static condition.

5.3.3 Procedure

Before the experiment, participants were asked to change into the experimental clothing (see

Figure 5.2). The vibrations were randomized across the body sites. The interval between

vibrations was randomized to between 3 and 5 seconds. The participants were instructed to

say aloud the vibration position when they received a vibration. Errors in the perceptions

of vibration positions were recorded.

The participants performed the experimental tasks in 3 conditions: static, normal walking

and fast walking. After completing the experimental tasks for one condition, the participants

were asked to rate the perceptibility of each vibration position on a 7-point Likert scale (1 =

very difficult, 7 = very easy to perceive). Using the same scale, the participants were asked

to rate the statement “I would like to wear the vibrator in this position, in real-world usage”

for each vibration position (1 = strongly disagree and 7 = strongly agree).
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5.3.4 Results

Data of interest were participants’ rating on vibration perception and preferences of vibration

positions for real-world applications.

A three-way repeated-measure ANOVA (analysis of variance) was used with the two

factors of the number of vibration positions, motion conditions and vibration levels (depth).

All tests were run at a significant level of alpha (α) = 0.05.

Vibration Perception

Vibration level and vibration positions interact to affect the vibration perceptions (F(28, 308)

= 16.37, p<0.05). Motion condition and vibration positions also had significant interaction

to affect the perceptions (F(28, 308) = 32.47, p <0.05).

Motion condition significantly affected the participants’ vibration perception (F(2,22) =

4.63, p <0.05). The vibration level (F(2, 22) = 13.55, p <0.05) and vibration positions (F(14,

154) = 85.28 , p <0.05) also had a significant affect on perceptions. The perception ratings for

each vibration position in the motion conditions are shown in Table 5.1. Perception ratings

in vibration levels are shown in Table 5.2. Overall, vibration on the ears and the finger had

the highest perceptibility and vibration on the chest offered the lowest perceptibility in all

conditions. Perception scores of the vibration positions in each motion condition are shown

in Figure 5.3. Perception scores of the vibration positions in each vibration level are shown

in Figure 5.4.

Errors

Vibration level and vibration positions interact to affect the errors (F(28, 308) = 2.03, p

<0.05). Motion condition and vibration positions also had significant interaction to affect

the errors (F(28, 308) = 1.63, p <0.05).

Motion condition significantly affected the participants’ vibration errors (F(2,22) = 4.63,

p<0.05). The vibration level (F(2, 22) = 13.55, p<0.05) and errors (F(14, 154) = 8.10 ,
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Vibration Position
Motion Condition

Mean
Standing Walking Fast Walking

Ear 6.61 (0.14) 6.61 (0.15) 6.22 (0.20) 6.48

Neck 6.28 (0.16) 5.89 (0.26) 5.67 (0.26) 5.94

Chest 6.00 (0.21) 5.69 (0.28) 5.25 (0.26) 5.65

Waist 6.25 (0.25) 5.97 (0.36) 5.58 (0.40) 5.94

Wrist 5.67 (0.28) 5.57 (0.26) 5.25 (0.31) 5.50

Hand 5.69 (0.28) 5.82 (0.25) 5.46 (0.30) 5.66

Finger 6.11 (0.26) 6.24 (0.21) 6.03 (0.24) 6.13

Ankle 5.26 (0.39) 5.17 (0.44) 4.75 (0.45) 5.06

Foot 5.04 (0.44) 4.99 (0.47) 4.69 (0.46) 4.91

Table 5.1: Mean perception ratings (with standard errors) of the participants for each vibra-
tion position and motion condition.

Figure 5.3: Perception ratings (with standard error bars) in each motion condition.
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Vibration Position
Vibration Level

Mean
Level 1 Level 2 Level 3

Ear 6.19 (0.27) 6.47 (0.18) 6.78 (0.07) 6.48

Neck 5.31 (0.29) 6.08 (0.20) 6.44 (0.19) 5.94

Chest 5.08 (0.33) 5.78 (0.29) 6.08 (0.25) 5.65

Waist 5.36 (0.38) 6.14 (0.30) 6.31 (0.34) 5.94

Wrist 4.86 (0.26) 5.65 (0.30) 5.97 (0.32) 5.50

Hand 5.14 (0.30) 5.71 (0.28) 6.13 (0.28) 5.66

Finger 5.76 (0.32) 6.13 (0.22) 6.49 (0.18) 6.13

Ankle 4.31 (0.47) 5.21 (0.46) 5.67 (0.40) 5.06

Foot 4.01 (0.57) 5.18 (0.45) 5.33 (0.39) 4.91

Table 5.2: Mean perception ratings (with standard errors) of the participants for each vibra-
tion position and motion condition.

Figure 5.4: Perception ratings (with standard error bars) in each vibration level.

p<0.05) also had a significant affect on perceptions.

Post hoc test with Bonferroni indicated that for all conditions, the wrist and the feet had

significantly higher error rates than other positions. Error rates for each vibration position

are shown in Table 5.3.
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Vibration Position Level 1 Level 2 Level 3

Ear 0% 0% 0%

Neck 0% 0% 0%

Chest 2.78% 0% 0%

Waist 0% 0% 0%

Wrist 4.17% 2.78% 2.78%

Hand 0.46% 1.39% 0.46%

Finger 0.93% 0.46% 0%

Ankle 3.24% 1.85% 0.46%

Feet 2.31% 0% 0%

Table 5.3: Percentage of errors in each vibration position.

User Preference

The wrist, waist, hand and finger had the highest scores of preferences. Most of the par-

ticipants stated that vibration on the chest is the least comfortable. The choice of vibrator

positions for our study was based on careful consideration as to whether vibrators can be

easily integrated into clothing or accessories in those positions in real-world settings. Thus,

the best perceivable vibrator positions and the most preferable positions are not much differ-

ent. The participants’ subjective ratings for each body part as a suitable vibrator positions

are shown in Figure 5.3.

5.3.5 Discussion

Informed by the study results, research questions were addressed as follows.

Among the body sites of interest, which positions offer the best vibration perception in

static and walking conditions respectively?

In term of vibration perceptions, the ears, neck, waist and fingers offer the best per-

ceptions, followed by the wrists and hands. The feet, ankles and the chest offer the lowest
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Vibration Position Suitable Vibration Level

Ear Level 1

Finger Level 1

Waist Level 1

Neck Level 2

Chest Level 2

Wrist Level 2

Hand Level 2

Foot Level 2

Ankle Level 3

Table 5.4: Suitable vibration levels for each vibration position. (Level 1 = 1200 rpm, Level
2 = 2200 rpm, Level 3 = 3200 rpm).

vibration perceptions.

Which vibration intensities are suitable for those body parts?

Different vibration positions require different vibration levels to maintain reasonable per-

ceptions. While errors and perceptions were affected by motion conditions, we found that

discrepancy in performances were largely compensated by vibration levels. Thus, it is im-

portant to know suitable vibration levels which maintain reasonable performance for each

position. Table 5.4 shows recommended vibration levels for each body part.

Which vibration positions are the most preferable for users to use in the real mobile

setting?

In terms of wearability and user comfort, the wrist, waist and the neck were the most

preferable, followed by the hand and fingers. The feet, ankles and chest were not preferable

both in term of perceptions and users’ comfort. Despite the highest perceptions at the ears,

the ears are not desirable for wearable vibration, given that visually impaired people largely

rely on hearings for their safety in mobile situations. The chest were also found not to be

comfortable for users in addition to low perceptions.
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Chapter 6

CONCLUSIONS

6.1 Summary of Dissertation

This dissertation presents four studies which focused on understanding and designing motion

gestures for people with visual impairments. Study 1 and 2 are concerned with understand-

ing user capabilities, user gestures, gesture rationale and taxonomies. In these two studies,

we presented gesture taxonomies and theoretical guidelines. We also proposed two interac-

tion techniques which were evaluated by visually impaired users. The proposed interaction

techniques achieved desirable results both in term of user performance and subjective assess-

ments.

In Study 3, we proposed a hybrid participatory design approach, based on our experiences

and insights gained from Study 1 and 2. We proposed a design approach which leveraged the

user-elicitation and choice-based elicitation approaches. We were confirmed that this hybrid

approach was a promising design approach especially when designing gestures for visually

impaired users.

From gesture studies, we observed the need of feedback to support user capabilities to

perform the gestures. Thus we proposed the use of wearable vibrations to support users’

spatial ability in performing motion gestures. For this purpose, we assessed and presented

suitable body positions for spatial vibrations. We discussed several design guidelines of

wearable vibrations with respect to vibration perceptions, wearability, suitable vibration

intensities and user preferences.

The outcomes of this dissertation are:

1. Understanding of user gestures, gesture rationale and taxonomies

2. New interaction techniques
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3. A hybrid participatory design approach

4. Theoretical guidelines

In summary, this dissertation contributes to the field of assistive technologies for visu-

ally impaired people, in the view of gesture based interactions. The conclusion drawn and

methodologies proposed will benefit future research studies that explore gesture-based inter-

action techniques and scientific foundations of assistive technologies for people with visual

impairments.

6.2 Future Direction

Throughout the project, the main design insight we have achieved is that instead of building

the interfaces only around knowledge about users’ disabilities, it is important to identify

users’ capabilities and to provide suitable interaction techniques for a given situation. This

will improve users’ confidence and motivation to use certain technologies. This also informed

us a pressing need of ways to increase users’ existing capabilities. Thus, in the future we will

conduct research studies on increasing user capabilities such as spatial ability and cognitive

abilities.
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