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Abstract

With the current state of research on wireless networks, the dominant paradigm used hexag-

onal lattices and square lattices in early generation, but modern wireless networks follow

the irregular deployment of large base stations (BSs) and small BSs. As a result, wireless

network design has shifted from deterministic to random wireless networks, and stochastic

geometry has attracted much attention as a tool for the design and analysis of modern

wireless networks. In the meantime, cognitive radio (CR) has been proposed as a means

of adapting to radio frequency spectrum scarcity and also as a way of improving spectral

utilization efficiency. In that light, holistic approaches to random CR network have recently

attracted widespread research attention in both academia and industry. In this dissertation,

we focus an uplink and downlink model of random CR network that is not only tractable

but also relevant with current deployment of BSs.

Firstly, we investigate the outage probability and energy efficiency of the primary re-

ceiver (PR) and secondary receiver (SR) in CR network, modelling the locations of primary

user (PU) and secondary user (SU) as a Poisson point process (PPP). We derive closed-form

expressions for outage probability and energy efficiency, with consideration of the proba-

bilities of unoccupied (not utilized by PU) channel selection and successful transmission

for imperfect detection in CR network. Furthermore, we propose a method for transmit

antenna selection of secondary transmitter (ST) in such networks and accordingly develop

closed-form expressions for outage probability and energy efficiency with imperfect detec-

tion. The study reported here highlights the importance of combining the capabilities of

unoccupied channel selection and successful transmission in CR network to achieve optimal

performance regarding outage probability and energy efficiency. In terms of energy effi-

ciency, there is an optimal threshold that maximizes energy efficiency. For implementation

in transmit antenna selection, the outage probability can significantly decrease as the num-

ber of transmit antennas increases, even though energy efficiency is maximized under the

target outage probability.

Secondly, we investigate the performance of CR network using a stochastic geometry

approach in Rayleigh-lognormal fading. We present a geometric model of CR network where

primary transmitters (PTs), PRs, STs, and SRs are distributed as a PPP. We analytically

derive the coverage probability and transmission rate of that network. Moreover, we obtain

xiv



xv

closed-form expressions of coverage probability and transmission rate. We then numerically

evaluate coverage probability and transmission rate performance. It is shown that for the

coverage probability and transmission rate, the results are better for lower densities of PTs

and STs.

Thirdly, we investigate the coverage probability and spectral efficiency of a CR network

with a single-tier uplink model based on a stochastic geometry framework. The locations

of STs, SRs, PTs, and PRs are modeled as independent PPP. We derive mathematical

expressions for the coverage probability and spectral efficiency of this network, as well as

closed-form expressions for a path-loss exponent equal to 4. For the uplink transmission,

truncated channel inversion power control is employed for the ST with a cutoff threshold at

the SR because of the limited transmission power. We consider two locations of the SR (i.e.,

inside and outside the primary exclusion region) for uplink transmission. We found that

the location of the SR impacts on coverage probability and spectral efficiency. Numerical

analysis confirms that (i) the coverage probability is higher and (ii) the spectral efficiency

is higher when the SR is outside the primary exclusion region.

Fourthly and last, we report a comprehensive study of energy harvesting CR network

where locations of users of primary and secondary networks follow a PPP. In our design of

random CR network, we focus on the two-slope path-loss function so as to have a realistic

scenario of propagation environments. A new expression of outage probability is theoret-

ically derived for SR in active mode. Also, we obtain an explicit expression of harvested

energy for SR in active and inactive modes. Finally, we investigate the harvested energy

maximization problem under a particular outage probability constraint, and also obtain

an optimal solution of transmission power and density of STs. Numerical results for out-

age probability, harvested energy and maximization of harvested energy are presented for

evaluation of the performance and characteristics of this network.



Chapter 1

Introduction

1.1 Motivation

The demand for cognitive radio technology has led to the current situation in which more
bandwidth and resources will be needed for next-generation wireless networks. In the fu-
ture, a significant number of cellular phone users will be making wireless demands as they
access the Internet, watch mobile TV, play online games, participate in video conferences
and so forth. This means that cellular phone subscribers will face problems related to band-
width and energy consumption. The number of cellular phone users is growing rapidly, by
approximately 0.18 billion per year [1], as shown in Fig. 1.1. On the other hand, the
number of smartphone users is currently increasing by approximately 0.22 billion per year.
In Japan, the number of smartphone users is increasing more rapidly than that of cellular
phone users, as shown in Fig. 1.2. Overall the large volume of available data suggests that
the percentage of smartphone users using the Internet will exceed that of cellular phone
users. Clearly more bandwidth will be needed to accommodate future subscribers.
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Figure 1.1: Number of users worldwide [1].
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Figure 1.2: Number of users in Japan [2].

Nowadays energy consumption is considered a crucial issue in the wireless industry. As

1
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shown in Fig. 1.3, energy consumption by fixed networks and user devices is more than
85% of total energy consumption. Also, Fig. 1.3 indicates that energy consumption is
increasing; overall energy consumption is predicted to reach approximately 1080 TWh by
2020 [3]. Owing to the increasing number of mobile subscribers, energy consumption, energy
cost, and carbon dioxide (CO2) emissions by mobile networks in the Asia-Pacific region are
approximately 58%, 58%, and 60% of the worldwide totals, respectively. According to the
GSM Associations mobile energy efficiency benchmarking analysis, energy consumption,
energy cost, and CO2 emissions by mobile networks are approximately 29.3 kWh, $3.00,
and 17.6 kg CO2 per mobile connection in the Asia-Pacific region [4]. The mobile cellular
industry produces about 0.14% of the worlds CO2 [5] emissions. As a result, the wireless
industry is not only consuming a large amount of energy, but it is also causing increased
electromagnetic pollution, negatively affecting the global environment.

2015 2016 2017 2018 2019 2020
0

200

400

600

800

1000

1200

En
er

g
y 

C
o

n
su

m
p

ti
o

n
 (T

W
h

)

 

 

Internet of things

Mobile user devices

Mobile networks and data centers

Fixed user devices

Fixed networks and data centers

Figure 1.3: Worldwide energy consumption by network infrastructure and user devices.

For consideration of two parameters (i.e. bandwidth and energy), we aim to investigate
the coverage probability, outage probability, spectral efficiency and energy efficiency of
random cognitive radio networks.

1.2 Cognitive Radio

According to a technical report by the Federal Communications Commission (FCC), spec-
trum measurement in the USA indicates that most of spectrum is underutilized. FCC
reports that 70% of allocated spectrum is not properly utilized [6]. This observation points
to a need for new spectrum policy, under which unlicensed users (secondary users, also
known as cognitive users) are allowed to use a share of the spectrum allocated to licensed
users (primary users) as long as they do not interfere with access by licensed users, when-
ever the licensed users’ frequency bands are not being utilized. Also, FCC suggests that a
possible solution for cellular users is to use other frequency bands, for example, TV, radio,
satellite and radar frequency bands.
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To resolve the issue of spectrum scarcity, the use of cognitive radio (CR) is proposed
in [7]. Subsequently, Spectrum Sensing CR has been proposed, defined as a technique that
focuses on the radio frequency band [8]. In [9], CR adapts to the transceiver parameters of
the surrounding environment, for example, transmission power, frequency, bandwidth and
modulation schemes; it also detects unused frequency band and assigns it completely to
transmission parameters.

1.2.1 Dynamic Spectrum Management Framework

In general, CR has four main functions: spectrum sensing, spectrum decision, spectrum
mobility, and spectrum sharing, as shown in Fig. 1.4 [10–12]. Under spectrum sensing
technique, a CR user (secondary user) detects a spectrum hole or idle spectrum which can
be taken advantage of by utilizing idle primary user (PU) spectrum without interference.
Spectrum decision refers to the ability of a secondary user (SU) to choose the best available
frequency band with consideration of internal and external policies. In spectrum mobility,
an SU needs seamless communication requirements to change its frequency operation. This
means that an SU exits the frequency band when a licensed user is preparing for utilization.
Spectrum sharing provides fair spectrum scheduling method and prevents collisions among
multiple SUs.

Radio Environment

Spectrum sensing:

   determine 

    spectrum holes

Spectrum mobility:

operate seamless 

communication

Spectrum decision:

find best available 

frequency band

Spectrum sharing:

prevent collisions

Figure 1.4: Dynamic spectrum management framework for CR [10].

1.2.2 CR Network Paradigms

Several approaches to CR network configuration have been proposed, notably underlay,
overlay, and interweave scenarios [13, 14]. Among those approaches, the underlay scheme
is similar to the overlay scheme because both allow PUs and SUs to operate in the same
frequency band. All schemes are briefly described below:

(a) Underlay: Underlay is the most promising approach of the three, since it allows SUs
to access the radio spectrum even when PUs are active, as shown in Fig. 1.5(a). The
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Figure 1.5: Spectrum underlay, overlay, and interweave scenarios [9].

transmission power of SUs is below the interference-temperature limit so that it does
not create interference with the PUs. This technique is used in spread spectrum (e.g.,
CDMA) and ultra-wideband (UWB) communication systems.

(b) Overlay: Overlay allows SUs to access the radio spectrum when PUs are active, but
spectrum sensing is needed before transmission, as shown in Fig. 1.5(b). If an idle
spectrum hole is found, an SU may access the radio spectrum. In this scheme, there is
no transmission power limit or interference-temperature limit. This technique is used
in TDMA, FDMA and OFDM wireless

(c) Interweave: SUs utilize the frequency bands when the PUs are not actively trans-
mitting, as shown in Fig. 1.5(c). In other words, interweave is different from other
schemes that PUs and SUs may not transmit in a frequency band simultaneously.
This is the initial idea after study of FCC technical report.

1.3 Spectrum Allocation in Japan

The initial concept of CR was introduced in the “e-Japan” policy [15, 16] announced in
2000 by the Japanese government under its “e-Japan strategy and program” policy. In 2003,
Japan launched terrestrial digital broadcasting in three metropolitan areas, and expanded to
terrestrial digital broadcasting in all prefectures in 2006. After transmission was successful
in place, analog broadcasting was terminated in 2011. At that time, various Japanese
organizations, including National Institute of Information and Communications Technology
(NICT), KDDI, Hitachi, Mitsubishi Electric, and ATR started collaborative work on the
use of TV spectrum by cellular phone. NICT said, “Japan is the second country to allow
commercial frequency sharing of TV white spectrum [17]”.

The evolution of spectrum allocation in Japan is shown in Fig. 1.6, in terms of of
spectrum allocation in the past, the present1 and the future.

1The period is 2011-2018.



5

 Analog TV

broadcasting

 Analog and Digital TV

           broadcasting

470 - 770 MHz (13 - 62 ch)90 - 222 MHz (1 - 12 ch)

Before 2011

             Digital TV

           broadcasting

470 - 770 MHz (13 - 62 ch)

After 2011

 Digital TV

broadcasting

470 - 710 MHz

ITS

710 - 730 MHz

Cellular

System

731 - 770 MHz

802.22 802.11 af

470 - 770 MHz (13 - 62 ch)

DTV band in Japan

Available Channels

Proposed (1) Proposed (2)

Figure 1.6: Evolution of spectrum allocation in Japan.

NICT proposed the following two spectrum allocations.

Proposal 1: Through the combined work of NICT and Hitachi Kokusai Electric Inc.,
IEEE 802.11af and IEEE 802.22 based wireless systems were developed. Successful trans-
mission in long-range wireless communications was achieved using IEEE 802.22 and IEEE
802.11af based systems in Tono City, Iwate, Japan. Subsequently a multihop network was
created with throughput of 15.5 Mbps in downlink and 9.0 Mbps in uplink over 6.3 km with
two discontinuous TV channels operating at the same time [18,19].

Proposal 2: NICT created extensive infrastructure for public broadband (PBB) wireless
in Japan. NICT reorganized very high frequency and ultra-high frequency (UHF). UHF
was divided for use by three categories, digital TV broadcasting, ITS, and cellular system.
In future, those categories will operate in the assigned spectrum bands [20].

1.4 Random Networks

The most popular and widely used traditional cellular network models are the hexagonal
grid model or Wyner model [21] and the square lattice model, where the base stations (BSs)
are assumed to be located on a grid. However, modern cellular networks consist of BSs of
various types and shapes, including macro-BSs, micro-BSs, pico-BSs, and femto-BSs, as
shown in Fig. 1.7 [22, 23], so these cellular networks do not follow the Wyner model or
the square lattice model. Now, arbitrary locations of BSs can be accounted for in modern
cellular networks, called random wireless cellular networks. For this reason, stochastic
geometry has received much attention as a tool for the design and analysis of modern
cellular networks. Most related studies have focused on use of the Poisson point process
(PPP) for the design of modern cellular networks owing to PPP’s useful analytical approach.
If stochastic geometry is implemented, wireless cellular networks can be characterized as
random networks.
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Figure 1.7: HCNs model where macro-
BSs are represented by magenta diamonds,
Voronoi cell boundaries by green lines,
Micro-BSs by blue squares and pico-BSs by
black circles.
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r
PER

Figure 1.8: CR network model where cogni-
tive macro-BSs are represented by magenta
diamonds, Voronoi cell boundaries by green
lines, PTs by black asterisks and the PER
by a black circle.

The actual BSs locations shown in Fig. 1.7 [24,25], were obtained from Ofcom2. Ofcom
determines the exact location of BSs in the UK. From the collected data in [24], we plotted
a network model of macro-BSs, micro-BSs and pico-BSs in the HCNs by means of the
MATLAB command voronoi, as shown in Fig. 1.7. Then we plotted random CR networks
with a large number of cognitive macro BSs3, shown Fig. 1.8. In the networks, there
are two types of users: PUs in the primary network (PN), using licensed frequency, and
SUs, in cognitive network (CN), using unlicensed frequency. In this networks, SUs share
licensed spectrum with PUs. For that reason, we introduce some primary transmitters
(PTs), as shown in Fig. 8, where the PTs are denoted by black asterisks and the primary
exclusion region (PER) is denoted by a black circle. Under CR network policy, SUs are
not permitted to transmit inside the PER because of interference [26]. The main problem
with this approach is that there are a large number of cognitive BSs inside the PER, so
deployment of the CR network model is an open problem.

From the above discussion, it is evident that random CR network is a more complex
form of cellular network. Therefore, it is necessary to develop an analytical model of random
CR network and evaluate its performance. For this reason, holistic approaches to random
CR network have recently attracted widespread research attention in both academia and
industry.

2Ofcom is an independent regulator and competition authority for the UK communications industry.
3We avoided using other BSs because we intended to design a single-tier CR network. The macro BS

was replaced by a cognitive BS capable in cognitive radio technology, which as a result has knowledge of
spectrum sensing, spectrum decision, spectrum sharing, and spectrum mobility [10].
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1.5 Contribution of this Thesis

The objective of this thesis is to provide an efficient analytical model of random CR net-
works. In this thesis, we focus on two main demanding tasks: (i) to develop an analytical
model of random CR network where the deployment of BSs and PTs locations is irregular;
and (ii) to analyze performance metrics such as coverage probability, outage probability,
spectral efficiency and energy efficiency based on the analytical model.

The following is an outline of the main contributions of the thesis, described chapter-
by-chapter.

Chapter 2

In chapter 2, we present our design, based on random locations of PUs and SUs as PPP
in CR networks. The contributions of this work are summarized below.

1. First, we derive the outage probability of primary receiver (PR) and secondary re-
ceiver (SR) in CR networks where the PU and CU locations are modeled by a PPP.
In our earlier work [27], we provided the same expressions for the perfect detection
of probabilities of unoccupied channel selection and transmission schedule, but this
did not explain the relation between density (i.e., λp and λs) and outage probability.
Here we consider imperfect detection. In that sense our work differs from other cur-
rent studies, e.g., [31], which do not consider the probabilities of unoccupied channel
selection and successful transmission.

2. Second, we derive some theoretical expressions for energy efficiency to evaluate trans-
mission performance in terms of energy efficiency under imperfect detection. Also, we
consider the sensing and data transmission time in our analysis of energy efficiency,
different from the previous study [27]. A relevant work [31] was not evaluated energy
efficiency in CR network.

3. Finally, based on our derived theoretical expression, we propose transmit antenna se-
lection at secondary transmitter (ST) in this network so as to minimize the probability
of secondary receiver (SR) outage. Simulation results show that outage probability
performance can be improved significantly, though with some different characteristics
of energy efficiency.

Chapter 3

In chapter 3, since random CR network in Rayleigh-lognormal fading environment has
not been explored using PPP, though clearly this is an important issue impacting on the
development of future networks, we offer the following two main contributions.

1. We analytically derive the coverage probability and transmission rate of CR network
composite with Rayleigh-lognormal fading, in which PUs and SUs are modeled as
PPP. We obtain closed-form expressions for coverage probability and transmission
rate of this type of network, and formulate the coverage probability and transmission
rate for an interference-limited regime.
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2. We examine the effect of parameters including transmission power, transmitter den-
sities (PTs and STs), and Shannon capacity gap using the theoretical expressions of
coverage probability and transmission rate developed here.

Chapter 4

In this chapter, we report the modelling of uplink transmission with truncated channel
inversion power control in a CR network, where the ST communicates with its serving SR.
Our contributions in this chapter are threefold.

1. Firstly, we develop an analytical model of a CR network with a ST-SR pair and a
PT-PR pair. We discuss the position of the ST, where the ST is allowed to transmit
in two cases: (a) when the SR is inside the PER and (b) when the SR is outside the
PER.

2. Secondly, we derive mathematical expressions for the coverage probability and spec-
tral efficiency, considering four assumptions of spectrum sensing for the uplink trans-
mission of the CR network. Also, we develop closed-form expressions of coverage
probability.

3. Thirdly, we compare the four assumptions of spectrum sensing and evaluate the perfor-
mance of the CR network for cases (a) and (b). Also, we investigate the transmission
power of a ST in the uplink by considering the impact of the path-loss exponent,
density, and cutoff threshold.

Chapter 5

In this chapter, we apply a PPP to develop a secondary network model considering the
two-slope path-loss model, and develop some new analytical formulas. The contributions
of this chapter are summarized as follows:

1. We use stochastic geometry to provide a tractable analytical framework for the anal-
ysis of energy harvesting from primary transmitters and secondary transmitters in
secondary networks. For the two-slope path-loss model, we derive an analytical expres-
sion for outage probability in inactive mode. We also obtain a closed-form expression
of outage probability for inactive mode. Furthermore, we evaluate the performance
of outage probability.

2. We analyze harvested DC power for active and inactive modes in the secondary net-
work. In addition, we present the harvested DC power in closed-form. Furthermore,
we also compare the performance of active and inactive modes numerically.

3. Finally, we formulate the optimization problem for the closed-form expressions and
present the optimal design with some numerical solutions for energy harvesting via
this network. To develop closed-form expressions of outage probability and harvested
DC power, we derive the solution to harvested DC power maximization for active
mode.



9

1.6 Organization of this Thesis

This dissertation is organized in five chapters as follows:
Chapter 1, the introduction, describes the motivation for the series of studies reported

in this dissertation, the basic notions of CR and random network, spectrum allocation in
Japan and the contributions of this dissertation.

Chapter 2 begins with of a review of the literature on network modelling and a descrip-
tion of the network model developed here, specifically: the timeslot structure for proba-
bilities of unoccupied channel selection and successful transmission for both perfect and
imperfect detection; and the channel model. This is followed by a description of the deriva-
tion of the interference, outage probability, and energy efficiency of this network, and of the
outage probability and energy efficiency for transmit antenna selection at ST. The numerical
results for this network are provided.

Chapter 3 begins with of a review of the literature on network topology, channel models
and timeslot structure. The analysis of secondary networks in terms of coverage probability
and transmission rate for Rayleigh-lognormal fading environment is presented, along with
the numerical results for this network.

Chapter 4 begins with of a review of the literature on CR, followed by a description of
the CR network model developed here. This is followed by a description of the derivation
of the coverage probability and spectral efficiency for this network and of an investigation
of the impact of the main parameters on the network’s coverage probability and spectral
efficiency.

Chapter 5 presents literature review, an overview of the CR network model, channel
model, timeslot structure, and receiver design. Then the analysis of the performance met-
rics, e.g., outage probability and harvested power of this network are presented. Also, the
numerical results of CR networks discuss about the findings of this study.



Chapter 2

Analysis of Downlink CR Network

2.1 Literature Review

Earlier research work1 on the environment of CR networks using stochastic geometry has
focused on interference, coverage probability and outage probability. An earlier in research
towards energy- and spectral efficiency trade-off of cognitive cellular networks is discussed in
short [29] here, followed by an account of recent advancements and the presentation of three
design guidelines for future cognitive cellular networks. A comprehensive study of stochastic
geometry models for multi-tier and cognitive cellular wireless networks can be found in [30].
Note that authors [30] classified five techniques using four processes, Poisson point process
(PPP), binomial point process, hard core point process and Poisson cluster process, for the
evaluation of performance. As for CR networks, outage probability was investigated in [31].
However, this work found PPP impractical for assessing interference and outage probabil-
ity. The authors in [32] investigated outage probability considering probability of channel
selection and that of medium access for CR network under a self-coexistence constraint.
In [33], the impact on medium access probability, coverage probability and throughput was
investigated for communication between primary and secondary users and theoretical ex-
pressions were given for those impacts. In [34], the authors proposed a novel approach for
spectrum sharing networks, and derived a closed-form expression of outage probability for
primary service (PS). As well, investigation determined that truncated channel inversion
power control correlated strongly with PS outage probability. [35] presented a statistical
scheme for aggregated interference in spectrum sensing of CR networks, with consideration
for sensitivity, transmission power, density and underlying propagation environment. The
results prompted further discussion of cooperative spectrum sensing using this interference.

Some studies have been explored cognitive cellular networks using stochastic geometry.
In [36], closed-form expressions of the outage probability and average spectral efficiency on
the tagged receiver in two-tier cellular networks with macrocells and femtocells were de-
rived, with consideration for lognormal shadowing and Nakagami fading channel model. In

1This chapter was published at IEEE CSCN, 2015 [27] and Pervasive and Mobile Computing, Elsevier,
2017 [28]. Please follow the copyright rule of IEEE and Elsevier.

10
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theoretical work, the authors of [37] investigate outage probability with regard to the effects
of the probability of picking the same resource blocks and the probability of current time
slot in the two-tier cognitive heterogeneous cellular networks, while primary (macro BSs)
and secondary (femto BSs) nodes were randomly located using the theory of homogeneous
PPP. [38] considers a two-tier heterogeneous network using cognitive femto APs with lower
transmission power and macro BSs with higher transmission power. However, the results of
this study indicate that outage probability can be decreased by approximately 60% for the
proper choice of the spectrum sensing threshold in femto users. The authors [39] analyzed
the performance of cognitive and energy harvesting-based device-to-device communication
in a multi-channel downlink-uplink cellular network. The performance results show that
downlink channels perform better for low density BSs in these networks, although uplink
channels are preferred.

Several significant energy-efficient techniques have been proposed for heterogeneous cel-
lular networks, including active/sleep BS operation, cooperative relaying and coordinated
multi-point (CoMP) transmission with BS sleeping. Energy efficiency in homogeneous
single-tier and K-tier wireless networks has been developed for two sleeping configurations,
random sleeping and strategic sleeping [40]. The numerical results show that the sleeping
strategy is viable. A cooperative relaying system was proposed in [41], in order to maximize
energy efficiency. A sleep control technique was proposed for on-off switching of pico BSs
based on traffic variation; however spectral efficiency may be damaged [42]. Considering
combined CoMP transmission and BS sleeping system under heterogeneous networks, cover-
age probability and energy efficiency are derived to evaluate performance. Both approaches
were found to enhance performance [43].

2.2 Problem Description

A problem occurs in CR networks with a large number of cognitive BSs. In the networks,
there are two types of users: primary users (licensed users) included in primary network
(PN), who use licensed frequency, and secondary users (unlicensed users) included in sec-
ondary network (SN), who use unlicensed frequency. In this network, secondary users (SUs)
share the licensed spectrum with primary users (PUs). For that reason, we introduce some
primary transmitters (PTs), as shown in Fig. 2.2, where the PTs are denoted by black
asterisks and the primary exclusion region (PER) is denoted by a blue circle. As regu-
lation CR network policy, SUs are not permitted to transmit inside the PER because of
interference [26]. From Fig. 2.2, the problem is that there are a large number of cognitive
BSs inside the PER, so it is an open problem to deploy an underlay2 scheme, mainly for
cognitive BSs inside the PER of PT. We can solve this problem two ways. Firstly, cognitive
BSs inside the PER can be used as in an interweave3 scheme. Other cognitive BSs (i.e.,
the ones outside the PER) can be used as in an underlay for CR networks. Secondly, all

2In the CR network environment, there are two main CR network paradigms, interweave and underlay.
In underlay, SUs can access the spectrum while PUs are active in CR network transmission [44].

3In interweave, SUs can utilize the spectrum when the PUs are not actively transmitting [44].
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BS (ST)

Figure 2.1: Cognitive BSs are located in
the Voronoi cell and are distributed as a
homogeneous PPP.

r
PER

BS (ST)

PT

Figure 2.2: The CR network model with
the STs and PTs.

cognitive BSs can use underlay CR networks, but they must be capable of strong spectrum
sensing [45] capacity. All the cognitive BSs possess full information regarding the location
of the primary transmitter-receiver pairs and their utilized spectrum, and of unoccupied
spectrum as well. In this chapter, we consider an underlay CR network scheme (for such
applications as development of a design framework for the IEEE 802.22-based wireless re-
gional area networks [46]). Thus, strong spectrum sensing is required in each cognitive BSs.
For simplicity of discussion, throughout this chapter cognitive BSs are denoted as secondary
transmitters (STs) and their corresponding mobile users are denoted as secondary receivers
(SRs). Also, the PTs and their corresponding receivers are denoted as PRs.

2.3 Network Deployment Model

2.3.1 Network Model

Here we consider the downlink scenario of a CR network model consisting of SUs (STs and
SRs) and PUs (PTs and PRs), as shown in Fig. 2.3. All active STs and PTs are assumed
to be spatially distributed according to the two-dimensional homogeneous PPPs Φst and
Φpt with densities λs and λp, where λs and λp are the average number of STs and PTs
per unit area. Consequently, the associated SRs and PRs are located in accordance with
independent PPP Φsr and Φpr with densities λsr

4 and λpr
5. The locations of STs, SRs, PTs

and PRs are denoted by the coordinates Φst =
{
ci : ci ∈ R2,∀i

}
, Φsr =

{
bi : bi ∈ R2,∀i

}
,

4We consider the same density of STs and SRs for simple analysis. However, in practice the density of
STs and SRs are not equal.

5In most recent studies, the same density is considered for both transmitters and receivers. Here, we
consider different density.
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Φpt =
{
pi : pi ∈ R2,∀i

}
and Φpr =

{
qi : qi ∈ R2, ∀i

}
. We assume here that all SUs transmit

with the same power Ps and all PUs transmit with the same power Pp.
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Figure 2.3: CR network model with SUs (i.e., STs and SRs) and PUs (i.e., PTs and PRs).

2.3.2 Timeslot Structure

PUs are the legitimate owners of the licensed channels (spectra), so PTs send data to the
PRs utilizing whole channels or partial channels. When PUs are not using the licensed
channels, the channels are unoccupied (vacant or idle). At that moment, SUs are allowed
to use the unoccupied channels, but they must avoid collision with PUs. Since the PUs
shown in Fig. 2.4 use their own licensed channels, spectrum sensing is not required. The
PUs transmit their data in channels (e.g., channel 1, channel n + 1, and other channels)
referred to as occupied channels. The remaining channels are vacant, and are referred to as
unoccupied channels. SUs utilize these unoccupied channels.

The SU frame (Tt) shown in Fig. 2.5 is divided into two parts: (1) SUs execute spectrum
sensing at the beginning of each frame (known as sensing period) and detect unoccupied
PUs channels during the time interval [0, Ts]. The SUs use spectrum sensing results to build
a list of available (unoccupied) channels and decide on the best channel to be accessed; (2)
based on the results of spectrum sensing, SUs transmit the data in the unoccupied channels
during the time interval [Ts, Ts + Tp]. This period is called transmission period.

PUs

Unoccupied

ch 1 ch 2 ch 3 ------ ch n ch n+1 ------ ch N

Occupied

t

Figure 2.4: PU timeslot structure [49].
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Figure 2.5: SU timeslot structure [49]. Ts and Tp represent the sensing period and the
transmission period.

Spectrum sensing [45] is a significant issue in networks. During spectrum sensing, the
SUs have knowledge of PTs-to-PRs and STs-to-SRs links and know their occupied and
unoccupied channels. Two important parameters are needed to define the performance
of spectrum sensing: probability of detection6 and probability of false alarm7. When the
probability of detection (Pd) is higher, the PUs are protected. On the other hand, when
probability of false alarm (Pf ) is low, SUs are more likely to use unoccupied channels.
IEEE 802.22 committee decided that Pd is equal or above 0.9 for signal-to-noise ratio of
−20 dB [47,48].

Below we discuss the probability of unoccupied channel selection and the probability of
successful transmission. For the purpose of spectrum sensing, SUs access the channels of
PUs at the sensing period and determine which ones are unoccupied. So, the probabil-
ity of selection of an unoccupied channel from an array of available channels is pic. For
successful transmission, the slotted ALOHA protocol is used by STs, so the probability of
successful transmission by STs is pst in the present timeslot and the probability of deferred
transmission is 1− pst.

2.3.2.1 Probability of Unoccupied Channel Selection

Based on the above consideration, the probability of unoccupied channel selection can be
classified in terms of the following assumptions:

(a) Perfect detection: Under perfect detection, Pd = 1 and Pf = 0. Assume that
the total number of PUs channels (licensed channels) is N and the number of unoccupied
channels is M . If each SU seeks out one of the M unoccupied PUs channels from among the

6Probability of detection is defined as Pd := Pr {decision = H1 | H1} or, 1 − Pr {decision = H0 | H0};
where H0 and H1 are the hypotheses of inexistent (not present) and existent (present) of a signal from a
PU, respectively.

7Probability of false alarm is defined as Pf := Pr {decision = H1 | H0}.



15

Ns sensed channels (Ns ≤ N) during the spectrum sensing period [0, Ts], shown in Fig. 2.5,
the probability of unoccupied channel selection (pic), i.e. selection of the vacant channel,
can be expressed as follows [49]

pic =

{
1
M

(
1− C(N−M,Ns)

C(N,Ns)

)
, if Ns ≤ N −M

1
M , if Ns ≥ N −M + 1

(2.3.1)

where C(x, y) represents for y combinations of channels among a set of x channels.
(b) Imperfect detection: We now assume imperfect detection of unoccupied channels.

This assumption holds if Pd 6= 1 and Pf 6= 0. Following this assumption, at initial the
Ms unoccupied channels are found from the Ns sensed channels and then Md unoccupied
channels are identified correctly within the Ns channels.

The probability that a channel is scrutinized and included in theMs unoccupied channels
from Ns sensed channels can be expressed as [49]

Pr(searched) =
C(M − 1,Ms − 1) · C(N −M,Ns −Ms)

C(N,Ns)
. (2.3.2)

Next, the probability that an unoccupied channel is identified correctly as unoccupied
can be expressed as [49]

Pr(identified) =

min(Md,Ms)∑
mid=max(1,L1)

C(Ms − 1,mid − 1)(1− Pf )mid · PMs−mid
f

·C(Ns −Ms,Md −mid) · (1− Pd)Md−mid · PNs−Ms−Md+mid
d , (2.3.3)

where L1 = Md +Ms−Ns. mid is the number of unoccupied channels identified accurately
can be expressed as mid ∈ [max {1, L1} ,min {Ms,Md}].

Using eqs. (2.3.2) and (2.3.3), the probability of unoccupied channel selection (pic,im)
can be expressed as [49]

pic,im =

min(M,Ns)∑
Ms=max(1,L2)

Ns∑
Md=1

1

Md
· Pr(searched) · Pr(identified), (2.3.4)

where L2 = M +Ns −N .

2.3.2.2 Probability of Successful Transmission

Success of transmission depends on the success of the transmission of data in the unoccupied
channel during the transmission period. In this situation, there are two types of outcome:

(a) Perfect detection: Under the assumption of perfect detection, Pd = 1 and Pf = 0
are considered. During the transmission period [Ts, Ts + Tp] shown in Fig. 2.5, each SU
applies the slotted ALOHA for the packet transmission. For successful transmission, two
conditions must be fulfilled:
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(a) each SU must utilize a unique unoccupied channel, for example, SU1, SU2 and SUK

use different channels 2, 3 and 9 in the first timeslot of transmission period in Fig. 2.5.
This is the scenario of successful transmission. On the other hand, SU1 and SUK use the
same channel N in the second timeslot of transmission period in Fig. 2.5. This is called
collision.

(b) Neither SU could find an unoccupied channel during Ns channel sensing, so SU waits
for the next spectrum sensing period.

Hence, STs send a single packet through theM unoccupied channels. Applying Bernoulli
trail, the probability of successful transmission pst in the transmission timeslot is expressed
as

pst = Mpic(1− pic)M−1. (2.3.5)

(b) Imperfect detection: Under imperfect detection, Pd 6= 1 and Pf 6= 0 are taken
into account. Following the same procedure as that used for perfect detection, the proba-
bility of successful transmission pst,im in the transmission timeslot can be written as

pst,im = Mpic,im(1− pic,im)M−1. (2.3.6)

Throughout this chapter, we assume the probability of perfect detection to be pp = picpst
and that of imperfect detection to be pim = pic,impst,im.

2.3.3 Channel Model

To an imitative spontaneous power-law path-loss model, transmission power decays at rate
‖r‖−α with propagation distance ‖r‖ and path-loss exponent α, which is varied from 2 to
5. ‖·‖ is the Euclidean distance. Throughout this chapter, we use distance r for simple
notation. The channel gain from PT to its corresponding PR is denoted by hp and the
channel gain from ST to its corresponding SR is denoted by hs. Channel gains follow
hp ∼ exp(µp) and hc ∼ exp(µs) with mean 1/µp and 1/µs.

According to the system model, each PR receives a signal with distance (rp) from the
nearest PT. There is no PT which is nearer than rp. In other words, all the interfering PT
are at a distance greater than rp. The cumulative distribution function (cdf) of rp, derived
for this network over a circular area (πR2), can be written as

Frp(R) = P [rp < R]

= 1− P [rp > R]

= 1− P
[
No PT in the circle of area πR2

]
= 1− exp(−λπR2). (2.3.7)

By differentiating cdf with respect to distance we obtain the probability density function
(pdf) over the same area

frp(rp) =
dFrp(rp)

drp
= 2πλprp exp(−λpπr2

p). (2.3.8)
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Following the same procedure, the pdf of rs between the ST and SR was derived for this
network over a circular area and expressed as

frs(rs) = 2πλsrs exp(−λsπr2
s). (2.3.9)

2.4 Analysis of Outage Probability and Energy Efficiency

Interference is one of the main problems in networks because both SUs and PUs use the
same channels. The interference with SRs and PRs is considered individually here. For
each case, interference by the STs and PTs occurs at the SRs and PRs. As mentioned
in [31], four types of interference occur: (a) Ipp is the interference at the position of the PR
transmitted from the PTs; (b) Ips is the interference at the position of the PR transmitted
from the STs; (c) Iss is the interference at the position of the SR transmitted from the
STs and (d) Isp is the interference at the position of the SR transmitted from the PTs. In
the case of PUs, the interferences Ipp and Ips are explained in detail in lemma 1 and 2
and their proofs are provided in Appendix A. As for SUs, the interferences Iss and Isp are
explained in detail in lemma 3 and 4 and their proofs are provided in Appendix A.

2.4.1 Outage Probability of PR

In CR network scenario downlink, outage probability depends on the signal-to-interference-
plus-noise-ratio (SINR) of the PR. The PR is located at the origin. The SINR of the PR
at a distance rp from the PT can be expressed as

SINR =
Pphpr

−α
p

Ipp + Ips + σ2
, (2.4.1)

where Pp is the transmission power of PT, hp is the channel gain between PT and corre-
sponding PR, and σ2 is the noise power.

A PR successfully receives a packet when its SINR is larger than the target threshold
θp and drops from the CR network when its SINR is below than the target threshold. Thus
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coverage probability can be expressed by the relation

P [SINR > θp] = P

[
Pphpr

−α
p

Ipp + Ips + σ2
> θp

]

= P

[
hp >

(Ipp + Ips + σ2)θpr
α
p

Pp

]

= EIpp,ps

[
P

[
hp >

(Ipp + Ips + σ2)θpr
α
p

Pp

]]
(i)
= EIpp,ps

[
exp

[
−µp

(Ipp + Ips + σ2)θpr
α
p

Pp

]]
= exp

[
−σ2sp

]
EIpp [exp [−Ippsp]]EIps [exp [−Ipssp]]

(ii)
= exp

[
−σ2sp

]
LIpp [sp]LIps [sp]

(iii)
= LIpp [sp]LIps [sp] , (2.4.2)

where sp = µpθpr
α
pP
−1
p . The equality (i) follows the exponential function discussed in the

section on channel model (2.3.3). (ii) follows the Laplace transform8. (iii) follows the
interference-limited9 since noise power is neglected (Ipp + Ips >> σ2).

For the distance rp between the PT and its corresponding PR, outage probability can
be expressed as

εp = 1− P [SINR > θp]

= 1−
∫ ∞

0
P [SINR > θp] frp(rp)drp

= 1−
∫ ∞

0
2πλprp exp(−λpπr2

p)LIpp [sp]LIps [sp] drp. (2.4.3)

Lemma 1. The Laplace transform LIpp of the pdf of total interference Ipp experienced
at the PR when signal is transmitted from the PT is given by

LIpp(sp) = exp

{
λ
′
pbdr

d
p − (

d

α
)λ
′
pbd(µpθpr

α
p )

d
α

[
(gp)

d
αV (θp, α)

]}
,

where V (θp, α) = Γ(−d/α, µpθpgp) − Γ(−d/α), λ
′
p is the density of all PTs located in the

area Rd \ b(0, rp), b(a, b) is a sphere of radius b centered at point a, bd is the d-dimensional
volume of a unit sphere, and gp is the interference channel gain between tagged PR and
interfering PT.

8The Laplace transform L for the pdf of interference z between the receiver and interfering transmitters
can be written as Lz(s) = E[exp(−sz)].

9If overall system performance is dominated by interference, the scenario is referred to as interference-
limited.
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Proof: The proof is detailed in Appendix A (A.1).

Lemma 2. The Laplace transform LIps of the pdf of total interference Ips experienced
at the PR when signal is transmitted from the ST is given by

LIps(sp) = exp

{
λsbdpimr

d
PER − (

d

α
)λsbdpim(µpθpr

α
pP
−1
p Ps)

d
α

[
(gs)

d
αW (θp, α)

]}
,

where W (θp, α) = Γ(−d/α, µpθpgsPsP−1
p rαp r

−α
PER)−Γ(−d/α), pim = pic,impst,im, rPER is the

radius of PER, and gs is the interference channel gain between tagged PR and interfering
ST.

Proof: The proof is detailed in Appendix A (A.2).

If lemma 1 and lemma 2 are substituted in eq. (2.4.3) and then the integration is
performed, the result can be expressed as

εp = 1−
∫ ∞

0
2πλprp exp(−λpπr2

p) exp

{
λ
′
pbdr

d
p − (

d

α
)λ
′
pbd(µpθpr

α
p )

d
α (gp)

d
αV (θp, α)

}
exp

{
λsbdpimr

d
PER − (

d

α
)λsbdpim(µpθpr

α
pP
−1
p Ps)

d
α (gs)

d
αW (θp, α)

}
drp.

(2.4.4)

We assume that rPER = βrp, where β is a constant parameter and depends on the cell
radius. Then plugging in the value d = 2, b2 = π, and replacing r2

p with z yields that eq.
(2.4.4). We obtain the outage probability of the tagged PR as follows

εp = 1−
∫ ∞

0
πλp exp(−λpπz) exp

{
λ
′
pπz − (

2

α
)λ
′
pπ(µpθpgp)

2
αV (θp, α)z

}
exp

{
λsπpimβ

2z − (
2

α
)λsπpim(µpθpP

−1
p Psgs)

2
αWb(θp, α, β)z

}
dz

= 1− λp

λp − λ′p − λspimβ2 + ( 2
α)
[
λ′pνp + λspimνs

] , (2.4.5)

where Wb(θp, α, β) = Γ(−2/α, µpθpgsPsP
−1
p β−α)− Γ(−2/α), νp = (µpθpgp)

2
αV (θp, α), νs =

(µpθpP
−1
p Psgs)

2
αWb(θp, α, β) and pim = pic,impst,im.

2.4.2 Outage Probability of SR

The SUs are unlicensed users in this network, so they need spectrum sensing to determine
whether each channel is occupied or not. To obtain the knowledge of occupancy, SUs are
allowed to transmit signals in the licensed spectrum. The SR is located at the origin. In
this network, the SINR of SR is defined as

SINR =
Pshsr

−α
s

Iss + Isp + σ2
, (2.4.6)
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where Ps is the transmission power at distance rs between the ST and SR, σ2 is the noise
power, and hs is the channel gain between ST and SR.

The coverage probability for a SR is defined as the probability that the SINR of the
tagged SR is greater than the threshold θs. Therefore coverage probability can be expressed
as

P [SINR > θs] = P
[

Pshsr
−α
s

Iss + Isp + σ2
> θs

]
(i)
= EIss,sp

[
exp

[
−µs

(Iss + Isp + σ2)θsr
α
s

Ps

]]
(ii)
= exp

[
−σ2ss

]
LIss [ss]LIsp [ss]

(iii)
= LIss [ss]LIsp [ss] , (2.4.7)

where ss = µsθsr
α
s P
−1
s . The equalities (i), (ii) and (iii) follow the same rule as in eq.

(2.4.7). Following the SINR expression, the outage probability of SR is given by

εs = 1− P [SINR > θs]

= 1−
∫ ∞

0
2πλsrs exp(−λsπr2

s)LIss [ss]LIsp [ss] drs, (2.4.8)

where LIss and LIsp are the Laplace transforms of the pdf of the interference at the SR
signal transmitting from the STs and PTs, respectively.

According to the spectrum sensing10 and control channel11, the following assumptions
in this model are interpreted in detail as follows.

(a) Perfect detection of existence of PTs and STs: In a CR setup with spectrum sensing
and control channel, tagged ST can accurately determine whether or not PTs and
STs are using the licensed channels. Thus, Pd = 1 and Pf = 0 are assumed for both
users (i.e., PTs and STs). This assumption is represented as P.D.(PTs-STs).

(b) Perfect detection of existence of PTs and imperfect detection of existence of STs: With
spectrum sensing, tagged ST can accurately determine when PTs are using licensed
channels, so it is sufficient to consider Pd = 1 and Pf = 0. However, tagged ST can’t
identify when other STs are using licensed channels, so it is sufficient to consider
Pd 6= 1 and Pf 6= 0. This assumption can be represented as P.D.(PTs)-I.D.(STs).

(c) Imperfect detection of existence of PTs and perfect detection of existence of STs: With
the spectrum sensing, tagged ST can’t accurately determine when PTs are using
licensed channels, so it is considered Pd 6= 1 and Pf 6= 0. However, tagged ST
accurately identifies when other STs are using the licensed channels, so it is considered
Pd = 1 and Pf = 0. This assumption represents as I.D.(PTs)-P.D.(STs).

10During the sensing period, PTs are detected and also identified their unoccupied channels.
11STs and SRs communicate through control channel and the existence of STs identify when they are

using licensed channels with the help of control channel.
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(d) Imperfect detection of existence of PTs and STs: With spectrum sensing and control
channel, tagged ST can’t determine whether or not PTs and STs are using the licensed
channels. Thus, the Pd 6= 1 and Pf 6= 0 are assumed for both users (i.e., PTs or STs).
This assumption is represented as I.D.(PTs-STs).

(a) P.D.(PTs-STs): Each ST has full knowledge of both links (i.e., PTs-to-PRs and
STs-to-SRs). For this reason, tagged SR does not receive interference from PTs and STs
during the data transmission in each timeslot. The Laplace transform LIsp [ss] of interfer-
ence from PTs to tagged SR and that of LIss [ss] from STs to tagged SR has a value of
1.

With the following assumption in eq. (2.4.8), the outage probability of SR can be
reduced as

ε(a)
s = 1−

∫ ∞
0

2πλsrs exp(−λsπr2
s)drs

= 0. (2.4.9)

(b) P.D.(PTs)-I.D.(STs): Each ST has full knowledge of occupied channel in PTs-
to-PRs links. So the tagged SR does not experience interference by the PTs during the data
transmission in each timeslot. The Laplace transform LIsp [ss] of interference from PTs to
tagged SR has a value of 1. On the other hand, tagged SR is experienced the interference
by the STs because of incomplete knowledge of occupied STs-to-SRs channel. Therefore,
the Laplace transform LIss [ss] of interference from STs to tagged SR is not equal to 1.

Lemma 3. The Laplace transform LIss of the pdf of total interference Iss experienced
at the SR when signal is transmitted from the ST is given by

LIss(ss) = exp

{
λ
′
sbdpimr

d
s − (

d

α
)λ
′
sbdpim(µsθsr

α
s )

d
α

[
(Gs)

d
αX(θs, α)

]}
,

where X(θs, α) = Γ(−d/α, µsθsGs)−Γ(−d/α) and pim = pic,impst,im. Gs is the interference
channel gain between tagged SR and interfering ST.

Proof: The proof is detailed in Appendix A (A.3).

The outage probability of a tagged SR from its transmitting ST is given by

ε(b)s = 1−
∫ ∞

0
2πλsrs exp(−λsπr2

s)LIss [ss] drs. (2.4.10)

If the values d = 2 and b2 = π are applied in eq. (2.4.10), the outage probability of SR
transmitted by a ST is obtained in eq. (2.4.11)

(c) I.D.(PTs)-P.D.(STs): Each ST has no full knowledge of the PTs-to-PRs channel,
so the Laplace transform LIsp [ss] of interference from PTs to tagged SR is not 1. On
the other hand, tagged SR does not experience interference from the STs because of perfect
knowledge of the STs-to-SRs channel. Therefore, the value of the Laplace transform LIss [ss]
of interference from STs to tagged SR is 1.
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ε(b)s = 1−
∫ ∞

0
2πλsrs exp

{
−λsπr2

s + λ
′
sπpimr

2
s − (

2

α
)λ
′
sπpim(µsθsGs)

2
αX(θs, α)r2

s

}
drs

= 1− λs

λs − λ′spim + ( 2
α)λ′spim(µsθs)

2
α (Gs)

2
αX(θs, α)

. (2.4.11)

Lemma 4. The Laplace transform LIsp of the pdf of total interference Isp experienced
at the SR when signal is transmitted from the PT is given by

LIsp(ss) = exp
{
−λpbdpic,pt(µsθsrαs P−1

s PpGp)
d
αΓ(1− d/α)

}
,

where Gp is the interference channel gain between tagged SR and interfering PT. pic,pt is
the probability of selection of an unoccupied channel from total no. of PUs channels.

Proof: The proof is detailed in Appendix A (A.4).
In line with assumption (c), we put the values d = 2 and b2 = π in eq. (2.4.8). The

outage probability of SR transmitted by ST is expressed as

ε(c)s = 1−
∫ ∞

0
2πλsrs exp

{
−λsπr2

s − λpπpic,pt(µsθsP−1
s PpGp)

2
αΓ(1− 2/α)r2

s

}
drs

= 1− λs

λs + λppic,pt(µsθsP
−1
s Pp)

2
α (Gp)

2
αΓ(1− 2/α)

. (2.4.12)

(d) I.D.(PTs-STs): Each ST has no full knowledge of PTs-to-PRs and STs-to-SRs
links. Thus the expected interference Isp and Iss is experienced at tagged SR from all PTs
and STs. For this reasons, LIsp [ss] 6= 1 and LIss [ss] 6= 1. Using lemma 3 and lemma 4, we
can obtain the outage probability of SR using eq. (2.4.8)

ε(d)
s = 1−

∫ ∞
0

2πλsrs exp(−λsπr2
s) exp

{
λ
′
sbdpimr

d
s − (

d

α
)λ
′
sbdpim(µsθsr

α
s )

d
α (Gs)

d
αX(θs, α)

}
exp

{
−λpbdpic,pt(µsθsrαs P−1

s PpGp)
d
αΓ(1− d/α)

}
drs. (2.4.13)

We consider that d = 2, and b2 = π. Using eq. (2.4.13), the outage probability can be
written as

ε(d)
s = 1− λs

a+ λppic,pt(µsθsP
−1
s Pp)

2
α (Gp)

2
αΓ(1− 2/α)

, (2.4.14)

where a = λs − λ
′
spim + ( 2

α)λ
′
spim(µsθs)

2
α (Gs)

2
αX(θs, α).

2.4.3 Energy- and Area Spectral Efficiency

In this subsection, we introduce the theoretical relationship between energy efficiency and
area spectral efficiency (network throughput) in CR networks. As well, a similar definition
of energy efficiency in terms of area spectral efficiency is analyzed in [40,50] for the cellular
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networks. The energy efficiency ratio (known as energy efficiency (ηEE)) is used as a
performance metric for cellular networks. It is proportional to area spectral efficiency and
inverse to network power consumption. Thus, energy efficiency can be defined as

ηEE =
Area spectral efficiency

Average network power consumption

=
ηASE
λP sPC

, (b/s/Hz/W) or (b/J/Hz) (2.4.15)

where λ is the density of users (i.e., STs and PTs). ηASE is the area spectral efficiency
over all the links in the cellular network, defined as λ(1 − ε) log2(1 + θ). ε and θ are the
outage probability and target threshold, respectively. P sPC denotes ST (cognitive BS) power
consumption.

This model of the power consumption of ST [51, 52] has an approximately linear rela-
tionship between radio frequency (RF) output power (PRFop) and overall ST power con-
sumption (P sPC). This power consumption model is rearranged according to the sensing
and transmission time (period) [53] and is given by

P sPC = NTRXPoTt + pic,impst,im∆cPRFopTp + PspTs + PrTp, (2.4.16)

where Tt = Ts+Tp. Ts is the sensing period. Tp is the transmission period. Psp is the power
consumption during the sensing period. Pr is the retransmit power for the collision shown
in Fig. 2.5. NTRX is the number of transceivers12. Po is the non-load-dependent power
consumption at non-zero output power, which depends on the circuit power consumption
of four types of BS (e.g., macro, micro, pico and femto). ∆s is the slope of load-dependent
power consumption, based on the transmission power consumed in the RF transmission
circuits for four types of BS. PRFop is the total RF output power at the antenna. In the
above discussion, we observed that Po and ∆s are fixed for any given BSs. We can verify
two aspects (i.e., NTRX and PRFop) for use in the design of an energy efficiency network.
We assume that PRFop = Ps and Pr = Ps for the ST. By substituting eq. (2.4.16) into eq.
(2.4.15), the energy efficiency is given by

ηEE =
(1− ε) log2(1 + θ)

NTRXPoTt + pic,impst,im∆sPsTp + PspTs + PrTp
. (2.4.17)

Since there are two categories of network (i.e. PN and SN), we can calculate the energy
efficiency for the individual network or combined network. Hereafter, we use the method
most likely to succeed to evaluate the relationship between energy efficiency and area spec-
tral efficiency. We selected the following scenario of energy efficiency in CR networks.

2.4.3.1 Energy Efficiency for PN

The PN is comprised of PTs, PRs and STs where the PT data is delivered to all PRs within
a range and STs are subjected to interference in this network. Each PR receives the signal

12A ST is assumed as a cognitive BS. Each cognitive BS has comprised of multiple transceivers. A
transceiver consists of a transmitter and a receiver for downlink and uplink communication.
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from the nearest PT. So the energy efficiency for the downlink channel is expressed as

ηPUEE =
(1− εp) log2(1 + θp)

pic,ptPp + P pPC

=
λp log2(1 + θp){

λp − λ′p − λcpimβ2 + ( 2
α)
[
λ′pνp + λspimνs

]}
PpPC

. (2.4.18)

where PpPC = pic,ptPp + P pPC , νp = (µpθpgp)
2
αV (θp, α), νs = (µpθpP

−1
p Psgs)

2
αWb(θp, α, β)

and P pPC is the constant circuit power consumption in PT.

In the context of CR networks, PTs are licensed users of the channels. Depending on
the utilization of SUs in this network, the number of PTs are variable. The SUs share the
channel with PUs based on unoccupied channel through spectrum sensing. For instance,
if the SUs share the FM radio spectrum, the FM station under consideration in this case
is PT. From a different standpoint, SUs share the TV spectrum, so the TV station under
consideration is PT. Hence, PTs are variable in terms of SU transmission policy. For
simulation purposes, we consider P pPC = 50 kW [54].

2.4.3.2 Energy Efficiency for SN

The SN is comprised of STs, SRs and PTs. In the investigation of the energy efficiency of
SN, we take the four cases already examined regarding spectrum sensing in section 2.4.2.
Then spectrum sensing must impact on energy efficiency and area spectral efficiency in this
network. Here, we will derive a theoretical expression for the relationship between energy
efficiency and area spectral efficiency. The power consumption (P sPC) of ST is applied in
the eq. (2.4.17) for the four assumptions in this section. Then, the energy efficiency in the
four assumptions is as follows:

(a) P.D.(PTs-STs): In the network, ST is able to find an unoccupied channel with
the help of spectrum sensing. At the initial, STs require the power for spectrum sensing.
After the fruitful detection of unoccupied channel, STs do not require the spectrum sensing.
Due to the perfect detection of PTs, spectrum sensing power is negligible compared with
imperfect detection of PTs. So, it is necessary to consider Psp = 0. For the accurate
detection of STs, there is no collision for transmission. So, we consider Pr = 0. It is clear
from eq. (2.4.9) that the outage probability is zero for perfect detection. We can then write
the energy efficiency expression based on eq. (2.4.17) as follows:

η
(a)
EE =

(1− ε(a)
s ) log2(1 + θs)

NTRXPoTt + pic,impst,im∆sPsTp

=
log2(1 + θs)

NTRXPoTt + pic,impst,im∆sPsTp
. (b/J/Hz) (2.4.19)

(b) P.D.(PTs)-I.D.(STs): In this case, we assume Psp = 0 because STs have knowl-
edge of the PTs-to-PRs link, but Pr 6= 0 because STs have no awareness of the STs-to-SRs
link. Sometimes collision is occurred due to chosen same timeslot. For this condition, the
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outage probability is given by eq. (2.4.11). By combining eqs. (2.4.11) and (2.4.17), the
energy efficiency can be described as

η
(b)
EE =

(1− ε(b)s ) log2(1 + θs)

NTRXPoTt + pic,impst,im∆sPsTp + PsTp

=
λs log2(1 + θs){

λs − λ′spim + ( 2
α)λ′spim(µsθs)

2
α (Gs)

2
αX(θs, α)

}
P(b)

. (b/J/Hz) (2.4.20)

where P(b) = NTRXPoTt + pic,impst,im∆cPsTp + PsTp.

(c) I.D.(PTs)-P.D.(STs): In this situation, STs have a knowledge of the STs-to-SRs
link, they are not aware of the PTs-to-PRs link. So we assume Psp 6= 0 and Pr = 0. The
outage probability expression is given by eq. (2.4.12). By substituting eq. (2.4.12) into eq.
(2.4.17), we get the energy efficiency expression as

η
(c)
EE =

(1− ε(c)s ) log2(1 + θs)

NTRXPoTt + pic,impst,im∆sPsTp + PspTs

=
λs log2(1 + θs){

λs + λppic,pt(µsθsP
−1
s Pp)

2
α (Gp)

2
αΓ(1− 2/α)

}
P(c)

. (b/J/Hz) (2.4.21)

where P(c) = NTRXPoTt + pic,impst,im∆sPsTp + PspTs.

(d) I.D.(PTs-STs): In this case, STs have no awareness of either links, so the STs
have imperfect sensing of the unoccupied channel whether or not SUs are using the licensed
channel. In this situation more interference arises due to wrong spectrum sensing. By
combining eqs. (2.4.14) and (2.4.17), the energy efficiency can be calculated as

η
(d)
EE =

(1− ε(d)
s ) log2(1 + θs)

NTRXPoTt + pic,impst,im∆sPsTp + PspTs + PsTp

=
λs log2(1 + θs){

a+ λppic,pt(µsθsP
−1
s Pp)

2
α (Gp)

2
αΓ(1− 2/α)

}
PsPC

, (b/J/Hz) (2.4.22)

where a = λs − λ
′
spim + ( 2

α)λ
′
spim(µsθs)

2
α (Gs)

2
αX(θs, α) and P(d) = NTRXPoTt

+ pic,impst,im∆sPsTp + PspTs + PsTp.

2.4.3.3 Energy Efficiency for PN and SN

Herein we consider both PN and SN for analyzing energy efficiency and area spectral effi-
ciency. Given the energy efficiency of SN, we make four assumptions for spectrum sensing
conditions. As a result, spectrum sensing must have an influence on the maximizing or the
minimizing of energy efficiency in this network. Our assumptions regarding the network are



26

as follows.

ηAEE = ηPUEE + η
(a)
EE . (b/J/Hz) (2.4.23)

ηBEE = ηPUEE + η
(b)
EE . (b/J/Hz) (2.4.24)

ηCEE = ηPUEE + η
(c)
EE . (b/J/Hz) (2.4.25)

ηDEE = ηPUEE + η
(d)
EE . (b/J/Hz) (2.4.26)

2.4.4 Transmit Antenna Selection of ST

In this subsection, we investigate transmit antenna selection (TAS) by STs in SR network.
TAS technique can minimize hardware cost and complexity, but the ST requires channel-
state information from the SR via the feedback channel [55]. In this network, we consider
that the transmitting antenna is Nt at the ST (cognitive BS) and receiving antenna is single
at the SR. In the TAS scheme, the permitted (selected) antenna is active for transmission
at the ST. For the active antennas Nt, the outage probability for the I.D.(PTs-STs) using
eq. (2.4.14) can be expressed as

ε(d)
s =

[
1− λs

a+ λppic,pt(µsθsP
−1
s Pp)

2
α (Gp)

2
α b

]Nt
, (2.4.27)

where a = λs − λ
′
spim + ( 2

α)λ
′
spim(µsθs)

2
α (Gs)

2
αX(θs, α) and b = Γ(1− 2/α).

We can obtain the minimum transmit power P ∗s for a particular outage probability using
eq. (2.4.27), and P ∗s can be expressed as

P ∗s (Nt) = µsθsPp

[
1

λppic,pt(Gp)
2
α b

(
λs

1− (ε
(d)
s )

1
Nt

− a

)]−α
2

. (2.4.28)

Proof: The proof is detailed in Appendix A (A.5).

Due to the procedure of TAS, P ∗s cannot be determined for the P.D.(PTs-STs) and
P.D.(PTs)-I.D.(STs) because there is no relation between outage probability and transmit
power. In this way, P ∗s can be obtained for I.D.(PTs)-P.D.(STs) and I.D.(PTs-STs).

Considering the TAS scheme, the analytical expression of energy efficiency for the Nt

transmit antenna can be written as

ηNtEE =
(1−

[
ε
(d)
s

] 1
Nt ) log2(1 + θs)

NTRXPoTt + pic,impst,im∆sP ∗s Tp + PspTs + P ∗s Tp
. (2.4.29)

Proof: The proof is detailed in Appendix A (A.6).
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2.5 Numerical Results and Discussion

In this section we apply the theoretical model developed in the previous sections to analyze
outage probability and energy efficiency. The relevant parameters are mentioned in Table
2.1. Some parameters are taken from [49, 52]. In the simulation, this network is modeled
as a square area [1km x 1km] over the 2-D plan. The simulation results are obtained by
averaging 10000 iterations.

Parameter Value Parameter Value Parameter Value

N 25 α 4 λp 15/km2

M 10 µp 0.6 λ
′
p 13/km2

Ns 15 µs 0.3 λs 50/km2

Ts 1ms Pp 50W λ
′
s 45/km2

Tp 4ms Ps 15W Ntrx 1

∆s 2.8 Po 84W Psp 0.2W

Table 2.1: Numerical Parameters.

2.5.1 Outage Probability of PR

It is known that the outage probability must be minimized to obtain an acceptable CR
network performance; thus, an improved CR network design is needed to minimize the out-
age probability. First, we verify the analytical result derived in eq. (2.4.5). The analytical
and simulation results are compared in Fig. 2.6. The simulation result is fairly close to
the analytical result, which validates eq. (2.4.5). Thus, we evaluate the outage probability
shown in Figs. 2.7, 2.8, and 2.9 using eq. (2.4.5).
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Figure 2.6: Comparison between analytical
and simulation results of SIR for PR.
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28

In Fig. 2.7, we compare our present analysis to that in our previous work in [27]. As can
be seen in the inset in the figure, outage probability here is lower than in our previous work.
Both sets of results are compared with the same parameter, given in Table 2.1. Compared
with conventional results, the outage probability decreased from 0.4062 to 0.4046 at θp = 1.5
dB, approximately 0.4% reduction. Fig. 2.8 shows the outage probability performance for
various values of β. It is observed that the proposed scheme performs better for large values
of β. It should be noted that β correlates strongly with rPER and rp. If β increases, rPER
also increases. Thus, we achieve a low outage probability here.
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Figure 2.8: Outage probability at PR versus
θp for various values of β.
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Figure 2.9: Outage probability at PR versus
θp for different values of densities λs and λ

′
p.

Fig. 2.9 shows the outage probability performance of a PR for various values of the
densities λs and λ

′
p. We note improved outage probability for lower densities of λs and λ

′
p

compared to the higher densities of λs and λ
′
p. For instance, the densities λs = 50 and λ

′
p

= 6 resulted in an outage probability of approximately 0.06 lower than that for λs = 55
and λ

′
p = 9 at θp = 0 dB.

2.5.2 Outage Probability of SR

In this subsection, we address the outage probability of a SR. Fig. 2.10 shows the out-
age probability performance for the four scenarios of perfect and imperfect detection. We
demonstrate the simulation results for the four scenarios in comparison with the analytical
results derived as eqs. (2.4.9), (2.4.11), (2.4.12) and (2.4.14). The simulation and analytical
results are in good fitting. It is observed that P.D.(PTs-STs) outperforms the other sce-
narios (i.e., P.D.(PTs)-I.D.(STs), I.D.(PTs)-P.D.(STs), and I.D.(PTs-STs)), and that the
outage probability is almost zero over the range of θs. Moreover, with an increase of θs,
the performance of P.D.(PTs)-I.D.(STs) becomes increasingly superior to that of I.D.(PTs)-
P.D.(STs). As expected, I.D.(PTs-STs) has the highest outage probability. The remaining
figures (Figs. 2.11-2.21) were obtained using the derived expressions.

Fig. 2.11 presents the outage probability for the present study and previous work [27].
We observe that outage probability is better for the same parameter in the results of the
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Figure 2.10: Comparison between analyti-
cal and simulation results of SIR for SR.
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Figure 2.11: Comparison between analyti-
cal results of present and previous work for
SR.

present study. For instance, calculation shows that the outage probability for I.D.(PTs-STs)
in the present study and in the conventional model were 0.09844 to 0.09814 respectively at
θs = −6 dB, a reduction of 0.3%. The outage probability for P.D.(PTs-STs) and I.D.(PTs)-
P.D(STs) is not provided given the similarity of the results. As depicted in Fig. 2.12, lower
values of the densities λ

′
s and λp outperformed higher values for I.D.(PTs-STs). That

was because higher values of λ
′
s and λp enhanced interference and reduced the coverage

probability, which increased the outage probability.

2.5.3 Energy Efficiency and Area Spectral Efficiency

The following is an investigation of the CR network energy efficiency based on the preceding
theoretical analysis.

2.5.3.1 Energy Efficiency of PN

As demonstrated in Fig. 2.13, for a particular β, the energy efficiency increases with
increasing θp up to a certain value of θp and then decreases. The value of θp with the
maximum energy efficiency is denoted as θ?p and referred to as the optimal threshold. Fig.
2.13 implies that each β has an optimal threshold at 7 dB. The maximum values of energy
efficiency are 1.83× 10−5, 1.79× 10−5, and 1.73× 10−5 due to the consideration of β = 2,
β = 1, and β = 0.1, respectively. For larger β, the energy efficiency is higher. However,
there was a little variation in the energy efficiency with θp at different β. It is important
to note that log2(1 + θp) is an increasing function of θp but the coverage probability is a
decreasing function. Thus, both functions (i.e., log2(1 + θp) and the coverage probability)
are intersect at the optimal point. Therefore, the maximum energy efficiency is obtained at
the optimal threshold.

The results, shown in Fig. 2.14, show the effect of the densities λs and λ
′
p on the energy
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Figure 2.12: Outage probability at SR versus
θs for different values of densities λ
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s and λp

plotted using eq. (2.4.14).
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Figure 2.13: Energy efficiency at PN versus
θp for various values of β.

efficiency. In this figure, the energy efficiency is lower for high λs and λ
′
p than for low λs

and λ
′
p. As mentioned earlier, the interference is increased for a high λs and λ

′
p. Also, this

figure illustrates the existence of an optimal threshold θ?p which maximizes energy efficiency.
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Figure 2.15: Energy efficiency at SN versus
θs for the four scenarios.

2.5.3.2 Energy Efficiency of SN

The energy efficiency of a SN was evaluated using eqs. (2.4.19), (2.4.20), (2.4.21), and
(2.4.22). As shown in Fig. 2.15, energy efficiency increases with the threshold θs; however, it
decreases above a given θs for the P.D.(PTs)-I.D.(STs), I.D.(PTs)-P.D.(STs), and I.D.(PTs-
STs) scenarios. Thus, the optimal threshold θ?s which maximizes the energy efficiency for the
P.D.(PTs)-I.D.(STs), I.D.(PTs)-P.D.(STs), and I.D.(PTs-STs) scenarios was determined.
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At the initial value of θs, we see that the energy efficiency is only slightly influenced by
the four scenarios. Overall, P.D.(PTs-STs) has the best energy efficiency and therefore has
lower power consumption than the other scenarios.
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Figure 2.16: Energy efficiency versus θs for
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s and λp plotted

using eq. (2.4.22).

−30 −20 −10 0 10 20 30
10

−3

10
−2

10
−1

10
0

10
1

10
2

Threshold θp = θs [dB]

E
n

e
rg

y
 E

!
c

ie
n

c
y

 [
b

/J
/H

z]

 

 

η
EE

A

η
EE

B

η
EE

C

η
EE

D

5 5.5 6 6.5 7 7.5 8

10
0.5

10
0.6

Figure 2.17: Energy efficiency versus θs plot-
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In Fig. 2.16, we illustrate the effect of the densities λ
′
s and λp on the energy efficiency. It

was observed that the energy efficiency increases as θs increases up to a certain θs and then
decreases. This observation suggests that there is a point of maximum energy efficiency for
an optimal threshold θ?s , for various λ

′
s and λp. Similar behavior was observed in Figs. 2.13

and 2.16 for the same reason. The maximum values of the energy efficiency are 4.53, 4.09,
3.73, and 3.36 for the four different densities. The energy efficiency is low for high values
of λ

′
s and λp. This behavior indicates that high values of λ

′
s and λp will have a significant

impact on the deployment of CR networks.

2.5.3.3 Energy Efficiency of PN and SN

In this subsection, we provide graphical representations of the energy efficiency for both a
PN and SN. Fig. 2.17 depicts the energy efficiency performance versus the threshold θs.
The optimal threshold can be found numerically for ηBEE , ηCEE , and ηDEE . This is typical
behavior as observed in Fig. 2.15.

2.5.4 Transmit Antenna Selection of ST

In this subsection, we evaluate the expressions derived for the TAS of a ST. As in the
results of TAS, here we consider only the cases of a single receiver and up to four transmit
antennas. As shown in Fig. 2.18, the number of ST antennas plays a significant role in the
outage probability of a SR. Above 0 dB, the outage probability increases for Nt = 3 and
Nt = 4. It can be deduced that in this network, where the threshold θs is low, the case of
Nt = 4 has significantly better outage probability. Similar results are also found due to the
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high threshold. For example, Nt = 4 has an outage probability of approximately 0.09 at θs
= 30 dB, better than that for Nt = 3.
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Figure 2.18: Outage probability performance
versus θs for TAS of STs.
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Figure 2.19: Outage probability performance
versus θs for TAS of STs.

As shown in Fig. 2.19, the case of Nt = 2 achieves lower outage probability than that of
Nt = 1 in TAS. It was also observed that the outage probability decreases with decreasing
λ
′
s and λp. This result confirms that there is a low outage probability if low densities are

applied. The effect of Nt on the energy efficiency is illustrated in Fig. 2.20. It can be
seen that there are minimum and maximum values of energy efficiency for each number of
transmit antennas (i.e., Nt = 1, 2, 3, and 4.). The maximum energy efficiency is 0.26, 1.35,
and 2.51 for Nt = 2, 3, and 4, respectively. For Nt = 4, the energy efficiency is high for a
particular value of θs. Two observations can be made from Fig. 2.20: (i) when Nt increases,
we obtain high energy efficiency at a large threshold θs for a particular value of εs. (ii) when
εs increases, we achieve high energy efficiency at a high θs for a large number of antennas.
This also indicates that a large number of antennas has lower power consumption for low
θs and higher power consumption for high θs, although they have better outage probability.
Another important issue is that the energy efficiency decreases above the value of θs giving
the maximum energy efficiency and eventually reaches a minimum energy efficiency. After
that, the energy efficiency again increases as θs increases. On the basis of Fig. 2.20, there are
two important threshold points: an optimal point where the energy efficiency is maximum
and a worst-case point where the energy efficiency is minimum. Between the optimal and
worst-case points, the energy efficiency is decreased by the limitation of the minimum power
of P ∗s (Nt). After the worst-case point, the energy efficiency increases since it is dominated
by the increasing function log2(1 + θs).

In Fig. 2.21, we examine the impact of the outage probability (εs) on the energy effi-
ciency. As expected, the energy efficiency increases with εs. For a lower εs, a large number
of transmit antennas (Nt = 4) is better. Each antenna has the same maximum efficiency
but at different values of εs. This is because θs was assumed to have the same value in
the analysis of the energy efficiency for each number of antennas. This figure reveals the
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Figure 2.20: Energy efficiency performance
versus θs for TAS of STs plotted for εs =
10−3.
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Figure 2.21: Energy efficiency performance
versus εs for TAS of STs plotted for θs = 0
dB.

existence of an optimal ε?s where the energy efficiency is maximized. For instance, the max-
imum energy efficiency is 1.7 when εs is 1.8× 10−3 for Nt = 4. This behavior was observed
for every number of antennas, but with higher values of εs. Through our theoretical anal-
ysis, we observed that TAS has a potential impact on the outage probability and energy
efficiency.



Chapter 3

Analysis of Downlink CR Network:
Rayleigh-lognormal

3.1 Literature Review

Considerable previous work1 related to applications of stochastic geometry have been dis-
cussed in this study. The outage probability of wireless ad hoc networks considering path-
loss and shadowing was investigated in [57]. A mathematical model for enumeration of the
average rate of downlink heterogeneous cellular networks using correlated lognormal shad-
owing has been presented [58]. The theoretical expression of Poisson cellular networks with
lognormal shadowed Rayleigh fading has been derived and evaluated [59]. The coverage
probability for a small cell network assuming Rayleigh fading and lognormal shadowing was
investigated [60]. Zhang et al. [61] derived finite-integral expressions for the downlink cover-
age probability of inter-cell interference coordination and intra-cell diversity with lognormal
shadowing. Mahmud et al. [62] proposed fractional frequency reuse and soft frequency reuse
systems based on the cellular interference management technique. They presented the area
spectral efficiency for both uplink and downlink, with consideration of Nakagami fading
and lognormal shadowing. Recently, coverage probability analysis of cellular networks con-
sidering Rayleigh-lognormal fading was investigated in [63]. Uplink transmission developed
where cellular network operating over path-loss and combined Rayleigh-lognormal fading
was investigated using a power control technique [64]. In 2009, Win et al. [65] explored
interference in CR networks, interference in wireless packet networks, radio-frequency emis-
sion of wireless networks, and coexistence between ultrawideband and narrowband systems,
taking into account path-loss, shadowing, and multipath fading. Wen [66] et al. developed
a model of CR network to explore the asymptotic and non-asymptotic outage probability
based on heavy tail and saddle-point approximation theories, and went on to present in-
terference cancellation and fading such as Rayleigh and lognormal. In [67], Dung et al.
investigated the connectivity of CR ad hoc networks under lognormal shadow fading from

1This chapter was published at IEEE CCNC, 2017 [56]. Please follow the copyright rule of IEEE.
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three perspectives, communication probability, link probability, and multi-hop path con-
nectivity.

3.2 System Model

3.2.1 Network Topology

A downlink CR network a composite of two types of network, primary- and secondary net-
work, as shown in Fig. 3.1. In the primary network, primary transmitter (e.g., TV station)
and primary receiver (e.g., TV user equipment) are assumed. In the secondary network,
secondary transmitter (e.g., macro BS) and secondary receiver (e.g., BS user equipment)
are considered. The locations of primary transmitters (PTs) are distributed according to a
homogeneous PPP ΦPt with density λPt and their associated receivers (PRs) follow as an
independent PPP ΦPr with density λPr. The locations of secondary transmitters (STs) are
modeled as a homogeneous PPP ΦSt with density λSt and their associated receivers (SRs)
are also modeled as an independent PPP ΦSr with density λSr.

Assuming a power law path-loss model, the received power at the PR and SR from the
PT and ST is defined as

Ppr = Ppgp ‖rp‖−α (3.2.1)

Psr = Psgs ‖rs‖−α (3.2.2)

where Pp and Ps are the transmission power of PT and ST, respectively, and gp and gs are
the respective fading channel gains that have Rayleigh-lognormal distribution, detailed in
channel model. rp is the distance between PT and its corresponding PR, rs is the distance
between ST and its corresponding SR, ‖·‖ is the Euclidean norm, and α is the path-loss
exponent.

3.2.2 Channel Model

In CR network, the performance of the system depends on the state of the wireless environ-
ment, as the characteristics of wireless channel are progressive and unforeseeable. Depending
on the wireless environment, it can be quite difficult to analyze the wireless system accu-
rately. Also, the strength of the received signal is variable at the receiver [68]. Transmitted
signals are affected by a number of effects (e.g., free-space path-loss, fast- and slow fading).
Thus, random CR network is required for evaluation of the Rayleigh and lognormal fading
channel.

Assuming Rayleigh and lognormal fading, the probability density function (PDF) of
power gain g of the signal is computed as the PDF of the product of the two composite
channels. The two composite channels are defined as Rayleigh-lognormal fading, expressed
as

fRL(g) =

∫ ∞
0

1

x
exp

(
−g
x

) 1

xσx
√

2π
exp (−X) dx (3.2.3)
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Figure 3.1: CR network model composed of ST, SR, PT, and PR in [0, 6]2 km2. STs are
denoted by magenta squares, SRs by red circles, and Voronoi cell boundaries by magenta
lines. PTs are denoted by cyan diamonds, PRs by dark-yellow circles, and Voronoi cell
boundaries by cyan lines. In this figure, we omit the primary exclusion region (PER) of
PT [27]. For simple analysis, we consider that the target STs are outside the PER because
transmission is not allowed inside the PER.

where X = (ln(x)−µx)2

2σ2
x

. µx and σx are the mean and standard deviation of lognormal

shadowing, respectively. Applying the Gauss-Hermite quadrature [69], the PDF is denoted
as

fRL(g) =

Np∑
n=1

wn√
π
· 1

γ(an)
exp

(
− g

γ(an)

)
(3.2.4)

where γ(an) = exp(
√

2σxan + µx). wn and an denote the weights and the abscissas of
the Gauss-Hermite polynomial, respectively. The result is more accurate for an increase of
order Np, as illustrated in Fig. 3.2.

Proof : Please see [63] for details.

3.2.3 Timeslot and Sensing

The timeslot structure of CR network is explained in detail in [49]. One timeslot is divided
into two parts. The first part, the frequency band of the primary network, is scanned
and the idle- and occupied frequency bands are identified. This is known as the sensing
period, an important element of CR network, since if STs accurately detect the idle- and
occupied frequency band, interference does not occur among the STs and PTs. This is
called perfect spectrum sensing. On the other hand, in the case of incorrect detection
of idle- and occupied frequency band, interference occurs among the STs and PTs. this
is called imperfect spectrum sensing. In the second part, called the transmission period,
transmission takes place in the idle frequency band.
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Figure 3.2: This plot shows the effect of PDF on the order of weights and abscissas of the
Gauss-Hermite polynomial. Since the parameters are the same, it can be seen that the PDF
is a smoothly decreasing function for higher order weights and abscissas, but is unevenly
decreasing for lower order. For that reason we consider higher order weights and abscissas
in this chapter.

3.2.4 Signal-to-Interference-plus-Noise Ratio

In this study, we assume imperfect spectrum sensing in the CR network, so PR experiences
interference due to PTs and STs, just as SR experiences interference due to PTs and STs.
For received signal power (3.2.1) and (3.2.2), signal-to-interference-plus-noise ratio (SINR)
from PT to its serving PR and from ST to its serving SR are defined as

SINRpr =
Ppgp ‖rp‖−α

Ipp + Ips + σ2
p

(3.2.5)

SINRsr =
Psgs ‖rs‖−α

Iss + Isp + σ2
s

(3.2.6)

where Ipp and Ips are interference at PR from PTs and STs, respectively, Iss and Isp
are interference at SR from STs and PTs, respectively, σ2

p and σ2
s are the additive white

Gaussian noise at PR and SR, respectively. Ipp, Ips, Iss and Isp can be expressed as

Ipp =
∑

i∈ΦPt\{x}

PpiGppi ‖Rppi‖−α (3.2.7)

Ips =
∑
i∈ΦSt

PsiGpsi ‖Rpsi‖−α (3.2.8)

Iss =
∑

i∈ΦSt\{y}

PsiGssi ‖Rssi‖−α (3.2.9)

Isp =
∑
i∈ΦPt

PpiGspi ‖Rspi‖−α (3.2.10)
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where x and y are the target PT and ST, which are in communication with their associated
PR and SR. Gpp is the fading channel gain at the target PR from interfering PT and Rpp
is the distance between target PR and the interfering PT. Gps is the fading channel gain
at the target PR from interfering ST and Rps is the distance between target PR and the
interfering ST. Gss and Gsp are the fading channel gains at the target SR from interfering
ST and PT, respectively. Rss and Rsp are the distances from the target SR to interfering
ST and from the target SR to interfering PT.

3.3 Performance Analysis

In this section, we analyze secondary networks in terms of coverage probability and trans-
mission rate for Rayleigh-lognormal fading environment.

3.3.1 Coverage Probability

In the context of secondary network, we define the coverage probability as the probability
that the instantaneous SINR of a typical SR is greater than the threshold value [70]. For
that analysis, a typical SR is located at the origin. Then by the definition of coverage
probability, it can be expressed as

Cs = P [SINRsr > Ts]

= P
[
Psgs ‖rs‖−α

Iss + Isp + σ2
s

> Ts

]
= P

[
gs >

Ts(Iss + Isp + σ2
s)

Ps ‖rs‖−α

]

= EIss,Isp

 Np∑
n=1

wn√
π

exp

(
−Ts(Iss + Isp + σ2

s) ‖rs‖
α

Psγ(an)

)
(i)
=

Np∑
n=1

wn√
π

exp
(
−f(n)σ2

s

)
EIss,Isp [exp (−(Iss + Isp)f(n))]

(ii)
=

Np∑
n=1

wn√
π

exp
(
−f(n)σ2

s

)
LIss(f(n))LIsp(f(n)) (3.3.1)

where Ts is the detection threshold of SR. In equality (i), f(n) = Ts‖rs‖α
Psγ(an) . Equality (ii)

follows the definition of Laplace transform. LIss(·) and LIsp(·) denote the Laplace transforms
of the PDFs of interference Iss from the active ST and that of interference Isp from the
active PT, respectively.

Plugging the value of LIss(f(n)) and LIsp(f(n)) into (3.3.1), we can obtain the coverage
probability as
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Cs =

Np∑
n=1

wn√
π

exp

−Ts ‖rs‖α σ2
s

Psγ(an)
− π ‖rs‖2

λSt
 Np1∑
n1=1

wn1√
π

 2πC
2
α
ss

α sin
(

2π
α

)
−2F1 ([1, 2/α]; 1 + 2/α;−1/Css)]) + λPt

Np2∑
n2=1

wn2√
π
· 2πC

2
α
sp

α sin
(

2π
α

)
 (3.3.2)

where 2F1 ([a, b]; c; t) is a hypergeometric function, Css =
Tsγ(an1 )

γ(an) and Csp =
TsPpγ(an2 )

Psγ(an) .

Proof : The detailed proof of LIss(f(n)) and LIsp(f(n)) is provided in Appendix B (B.1
& B.2).

Special Case 1: If we assume α = 4, (3.3.2) reduces to the closed-form expression,
given by

C1
s =

Np∑
n=1

wn√
π

exp

−Ts ‖rs‖4 σ2
s

Psγ(an)
− π ‖rs‖2

λSt
 Np1∑
n1=1

wn1√
π

[
π
√
Css
2

−
√
Css tan−1

(
1√
Css

)])
+ λPt

Np2∑
n2=1

wn2√
π
·
π
√
Csp

2

 (3.3.3)

Special Case 2: If we assume α = 4 and σ2
s = 0, (3.3.2) can be defined as interference-

limited in which noise is negligible. So the coverage probability reduces to

C2
s =

Np∑
n=1

wn√
π

exp

−π ‖rs‖2
λSt

 Np1∑
n1=1

wn1√
π

[
π
√
Css
2

−
√
Css tan−1

(
1√
Css

)]
+λPt

Np2∑
n2=1

wn2√
π
·
π
√
Csp

2

 (3.3.4)

3.3.2 Transmission Rate

Transmission rate is another important metric for the evaluation of CR network perfor-
mance. Transmission rate is given by Shannon’s formula and is expressed in terms of



40

nat/sec/Hz [70]. For CR network, the transmission rate can be expressed as

Tr =

∫ ∞
0

P [ln(1 + SINRsr/G) > z] dz

=

∫ ∞
0

P [SINRsr > G(ez − 1)] dz

(i)
=

∫ ∞
0

Np∑
n=1

wn√
π

exp
(
−fz(n)σ2

s

)
LIss(fz(n))LIsp(fz(n))dz

(ii)
=

∫ ∞
0

1

1 + y

Np∑
n=1

wn√
π

exp
(
−fy(n)σ2

s

)
LIss(fy(n))LIsp(fy(n))dy (3.3.5)

where G is the Shannon capacity gap (G ≥ 1), fz(n) = G(ez−1)‖rs‖α
Psγ(an) and fy(n) = yG‖rs‖α

Psγ(an) .

(i) is followed by (3.3.1). (ii) is achieved by substituting the variables y = ez−1. Then, the
transmission rate is obtained by substituting the variable fy(n) instead of f(n) in (3.3.5)
such that

Tr =

∫ ∞
0

1

1 + y

Np∑
n=1

wn√
π

exp

−yG ‖rs‖α σ2
s

Psγ(an)
− π ‖rs‖2

λSt
 Np1∑
n1=1

wn1√
π

 2πC
2
α
st

α sin
(

2π
α

)
−2F1 ([1, 2/α]; 1 + 2/α;−1/Cst)]) + λPt

Np2∑
n2=1

wn2√
π
·

2πC
2
α
pt

α sin
(

2π
α

)
 dy (3.3.6)

where Cst =
yGγ(an1 )

γ(an) and Cpt =
yGPpγ(an2 )

Psγ(an) .

Proof : A similar proof of LIss(fy(n)) and LIsp(fy(n)) is provided in Appendix B (B.1
& B.2).

Special Case 3: Conditioned on α = 4, transmission rate can be obtained from (3.3.6)
as follows:

T3
r =

∫ ∞
0

1

1 + y

Np∑
n=1

wn√
π

exp

−yG ‖rs‖4 σ2
s

Psγ(an)
− π ‖rs‖2

λSt
 Np1∑
n1=1

wn1√
π

[
π
√
Cst
2

−
√
Cst tan−1

(
1√
Cst

)])
+ λPt

Np2∑
n2=1

wn2√
π
·
π
√
Cpt

2

 dy (3.3.7)

Special Case 4: With the assumption of α = 4 and σ2
s = 0, (3.3.6) can be simplified

as follows:

T4
r =

∫ ∞
0

1

1 + y

Np∑
n=1

wn√
π

exp

−π ‖rs‖2
λSt

 Np1∑
n1=1

wn1√
π

[
π
√
Cst
2

−
√
Cst tan−1

(
1√
Cst

)])
+ λPt

Np2∑
n2=1

wn2√
π
·
π
√
Cpt

2

 dy (3.3.8)
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3.4 Results and Discussion

In this section, we evaluate the performance of CR network in the Rayleigh-lognormal
environment in terms of coverage probability and transmission rate. For the numerical
results in this chapter, we use the following parameters: Ps = 1W, Pp = 100W, λSt =
5/km2, λPt = 1/km2, α = 4, µx = -10 dB, σx = 5 dB, σs = 3 dB, G = 0 dB, rs

2 = 2 and
Np = Np1 = Np2 = 20. Variations of some parameters are indicated in the figure.

Fig. 3.3 shows the variation of coverage probability for different threshold Ts. We ob-
serve that coverage probability decreases with increasing Ts. We also observe that coverage
probability increases with increasing transmission power Ps. For instance, the coverage
probability increases from approximately 0.126 to 0.2 when Ps varies from 1W to 3W at Ts
= 0 dB. Also, Ts increases by approximately 5 dB for an increase of Ps from 1W to 3W at
coverage probability 0.2.
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Figure 3.3: Coverage probability vs.
threshold for different Ps.
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Figure 3.4: Coverage probability with vary-
ing threshold and λPt.

We now present the impact of λPt on coverage probability with different Ts, as shown
in Fig. 3.4. It is observed that coverage probability is a decreasing function of λPt. For low
λPt, the coverage probability function decreases with Ts. However, coverage probability is
almost constant with different Ts for high λPt. Similar results may be seen in Fig. 3.5,
which shows the coverage probability for different Ts and λSt.

It is shown in Fig. 3.6 that the transmission rate is a decreasing function with rs for
different Ps. Specifically, transmission rate rapidly decreases at short distance rs (rs ≤ 1).
On the other hand, transmission rate is gradually reduced when rs ≥ 1. The numerical
result shows an increase in transmission rate of approximately 0.5 nat/sec/Hz between
Ps = 1W and Ps = 3W at rs = 1. In Fig. 3.7, we present transmission rate vs. rs
for various Shannon capacity gap G. A higher Shannon capacity gap G leads to a lower

2This distance is the Euclidean norm. The Euclidean norm [71] is calculated as ‖a‖ = d (a, 0) =√∑n
i=1 a

2
i , where a is a Euclidean vector. For example, we consider that a typical ST is located at (1.45,

-1.45). The Euclidean norm is 2.0506.
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Figure 3.5: Coverage probability with vary-
ing threshold and λSt.
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Figure 3.6: Transmission rate vs. rs for
different Ps.

transmission rate in this network. So, G is more sensitive issue in the design of network
for high transmission rate requirements. From G = 3 dB to G = 6 dB, the transmission
rate decreases by approximately 0.2 nat/sec/Hz when rs = 1. For transmission rate of 2
nat/sec/Hz, rs decreases by approximately 0.1 compared to that for the values of G = 3 dB
and 6 dB.
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different G.
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Fig. 3.8 presents the impact of λPt and λSt on transmission rate. In this figure, we
assume σx = 10 dB instead of σx = 5 dB so as to clearly distinguish among the curves.
All the densities are represented per km2. It is clear that transmission rate decreases with
increasing λPt and λSt. This is because interference at target SR increases with increasing
densities (λSt and λPt). We note that transmission rate is 1.695 nat/sec/Hz and 1.292
nat/sec/Hz for λPt = 1/km2 & λSt = 1/km2 and λPt = 2/km2 & λSt = 6/km2, respectively,
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at rs = 1. In addition, the same transmission rate can be achieved for lower densities λPt
& λSt and longer rs as for higher densities λPt & λSt and shorter rs.



Chapter 4

Analysis of Uplink CR Network

4.1 Literature Review

A few studies have addressed the issue of uplink transmission using a homogenous PPP. The
concept of uplink transmission in a signal-tier cellular network using a PPP was proposed
in [73], where it was assumed that cellular phones and BSs are randomly located in cellular
networks and that the uplink transmission is designed using fractional channel inversion
power control. In a subsequent work, multiuser uplink cellular networks with fractional
power control assuming a PPP were proposed, and the coverage probability [74] was ana-
lyzed. For the uplink transmission of CR cellular networks, mathematical expressions for the
link rate and cell throughput in primary and secondary networks were derived in [75]. In an-
other work on CR networks, the uplink capacity of a secondary network using a PPP, where
a secondary BS was located at the center, was investigated [76]. Thereafter, an accurate
theoretical expression was developed in [77] to obtain the outage probability and spectral
efficiency for both single- and multi-tier cellular networks with truncated channel inversion
power control1. In [78], two approximation models for uplink cellular networks were pro-
posed, where BSs were deployed in accordance with the Ginibre point process. In [79], RF
energy harvesting in K-tier uplink cellular networks with channel inversion power control
was comprehensively modeled. In [80], the authors investigated uplink transmission in cel-
lular networks with power control schemes in a Rayleigh lognormal shadowing environment.
The authors investigated successive interference cancellation for uplink communications and
evaluated its performance in [81].

4.2 Statement of Problem

The following is a consideration of the case of independent PPP nodes in a CR network
where secondary users (SUs) and primary users (PUs) are randomly distributed. A SU
consists of a secondary transmitter (ST) (e.g., cellular phone) and a secondary receiver

1Truncated channel inversion power control is interpreted in detail in [77,82].

44
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Figure 4.1: Locations of the SRs in part of
the UK provided by Ofcom [24]. From the
provided data, we plotted the CR locations
via the MATLAB command voronoi. SRs
are denoted by magenta diamonds, STs by
green squares, PTs by black asterisks, and
PRs by black circles.

Figure 4.2: Four possible scenarios for ST-
SR pair locations: (A) ST-SR pair inside
the PER, (B) ST inside the PER but SR
outside the PER, (C) ST-SR pair outside
the PER, and (D) ST outside the PER but
SR inside the PER.

(SR) (e.g., cognitive BS2), and a PU consists of a primary transmitter (PT) and a primary
receiver (PR), as shown in Fig. 4.1. In our model, the PR does not affect the tagged SU
because our design is for uplink modeling3 in a CR network.

Fig. 4.1 depicts the CR network where PTs are encircled by the PER. To avoid interfer-
ence [26] with the PU, the transmission of a ST is not permitted inside the PER. However,
a ST may transmit outside the PER. Fig. 4.1 contains four possible scenarios for ST-SR
pair location, which are depicted in Fig. 4.2. With regard to the CR network, scenarios A
and B shown in Fig. 4.2 are not permitted because the ST is inside the PER. However, in
scenarios C and D shown in Fig. 4.2, a ST may transmit a signal because it is outside the
PER. In terms of the position of the ST, we assume that uplink transmission is possible for
two cases: (a) the SR is inside the PER, as shown in Fig. 4.2(D), and (b) the SR is outside
the PER, as shown in Fig. 4.2(C). In our model, we design the CR network for cases (a)
and (b).

4.3 System Model

We consider an uplink transmission in a CR network with truncated channel inversion
power control in which STs, SRs PTs, and PRs are randomly located in the R2 plane. The

2A cognitive BS is built using cognitive radio technology and has four main functions: spectrum sensing,
spectrum decision, spectrum sharing, and spectrum mobility [10].

3In uplink transmission, a ST communicates with its nearest cognitive BS. Thus, interference occurs at
the cognitive BS for STs other than the tagged ST and the PT.
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STs are modeled by an independent homogeneous4 PPP ΦST = {ci : ∀i} with density λ
′
s.

The locations of SRs are distributed in accordance with an independent homogeneous PPP
ΦSR = {bi : ∀i} with density λs. The PTs are arranged following an independent homo-
geneous PPP ΦPT = {pi : ∀i} with density λp. The PRs are modeled as an independent
PPP ΦPR = {qi : ∀i} with density λ

′
p. Fig. 4.3 schematically shows the CR network, where

we consider two SRs at positions (a) and (b). In this figure, four interference signals Isp1,
Isp2, Isp3, and Isp4 are transmitted from the PTs to the SR at position (a). Thus, the total
interference is Isp = Isp1 + Isp2 + Isp3 + Isp4. However, Isp2, Isp3, and Isp4 are negligible
compared with Isp1 because of the long distance. Thus, Isp ≈ Isp1. Hence, a strong signal
is transmitted from the nearest PT.

A general path-loss model is adopted, where the signal power transmitted by the STs
decays at a rate of r−αs , where α is the path-loss exponent and rs is the propagation distance
between a ST-SR pair. In Fig. 4.3, there are two SRs at different locations. The distances
of the SRs from the ST are rs1 and rs2. Following the same path-loss model, the signal
power transmitted by the PT decays at a rate of r−αp , where rp is the propagation distance
between a PT-SR pair. Rayleigh fading is considered in the design of this model, and
the channel power gains hs for a ST-SR pair and hp for a PT-SR pair are exponentially
distributed random variables with unit mean.
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Figure 4.3: System model of CR network showing a practical example of uplink interferences
from the PTs to a tagged SR. A ST-SR pair uses the power control policy, but a PT-PR
pair does not use the power control policy.

For uplink communications, all STs have maximum transmission power Pmax, and their
transmissions are managed by truncated channel inversion power control, which is a subop-
timal transmission strategy. In the truncated channel inversion policy, all STs compensate

4In practical scenarios, the densities of STs and SRs are different. Thus, STs are located following as
an independent PPP. In this chapter, we assume the same density of STs and SRs because we consider one
active ST per SR.
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for fading to maintain the received signal power equal to a certain threshold5 ρso at the
SR [82], where ρso is a cutoff threshold (i.e., the minimum received power required at the
receiver) defined for the network. This is a variable parameter that depends on the SR and
it also impacts the overall performance of the system. The transmission power of the PT
associated with this network is Pp.

According to [77], the uplink transmission for STs depends on the path-loss exponent
α, the maximum transmission power Pmax, the threshold ρso, and the density λs. The
ratio Pmax/ρso impacts on CR network performance. The density λs of STs is inversely
proportional to the βth moment of the transmission power Ps of the ST. It was shown
in [77] that the βth moment of Ps in the uplink can be expressed as

E
[
P βs

]
=

ρβsoγ

(
αβ
2 + 1, πλs

(
Pmax
ρso

) 2
α

)
(πλs)

αβ
2

[
1− exp

{
−πλc

(
Pmax
ρso

) 2
α

}] , (4.3.1)

where β ∈ R+ and γ(u, v) =
∫ v

0 t
u−1e−tdt is the lower incomplete gamma function. A

detailed proof of (4.3.1) is provided in [77].
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Figure 4.4: Impact of path-loss exponent α, maximum transmission power Pmax, and density

λs on E
[
P βs
]

with different values of the threshold ρso. To obtain this graph, β = 2/α is

assumed in (4.3.1).

Now, we investigate the impact of α, Pmax, and λs on the βth moment of the transmission
power Ps of a ST, which is illustrated in Fig. 4.4. We assume β = 2/α and consider ρco
from −90 dBm to 10 dBm. We find the value of β in the calculation of interference, which

is conferred in Appendix C. The trade-off between E
[
P βs
]

and ρso is shown in Fig. 4.4(a)

for various values of α. It can be seen that E
[
P βs
]

increases with increasing ρso for lower

5For a certain threshold, both the ST and SR know the channel-state information (CSI) and the ST can
adapt a power adaptation scheme. According to the scheme, the ST controls its transmission power so that
the received signal power at the tagged SR is equal to the threshold ρso [82].
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values of ρso and saturates when ρso exceeds a particular value, which depends on α. This
is explained by the maximum transmission power Pmax being fixed for a ST. As expected,
for higher values of α, the expected transmission power is high. Fig. 4.4(b) illustrates the

impact of Pmax on E
[
P βs
]
. In the low-ρso region, E

[
P βs
]

is variable, whereas E
[
P βs
]

is

constant in the high-ρco region. For the highest value of Pmax, we find a high saturation

point of approximately 0.71. Furthermore, the effect on E
[
P βs
]

is investigated for various

densities as shown in Fig. 4.4(c). E
[
P βs
]

increases with ρso for lower values of ρso but

remains constant at high values of ρso. For a high density, the value of E
[
P βs
]

is low.

This is because E
[
P βs
]

is inversely proportional to λs. From Fig. 4.4, we observe that

the expected transmission power of a ST is required to be high for a high-threshold ρso
at its tagged SR since STs are maintained to overturn the path-loss. Hence, the expected

transmission power saturates at lim
ρso→∞

E
[
P

2/α
s

]
= Pmax/2 when Pmax = 1 W.

4.4 Analysis of Performance Metric

On the basis of the CR network model described above, we derive mathematical expressions
of coverage probability and spectral efficiency in the uplink of the CR network.

4.4.1 Coverage Probability

In this network, a transmitted signal is considered to be decoded successfully if the received
signal-to-interference-plus-noise ratio (SINR) is greater than a predefined threshold T . If
the SINR is below T , the communication link between the ST and SR suffers from outage.
If a SR receives a desired signal from its ST, interference signals are also received from the
neighboring STs and PT. Without loss of generality, we consider that both SRs6 are located
at the origin. Hence the SINRs experienced at the SRs can be expressed as

SINR(a) =
ρsoh

(a)
s

σ2 + I
(a)
ss + I

(a)
sp

, (4.4.1)

SINR(b) =
ρsoh

(b)
c

σ2 + I
(b)
ss + I

(b)
sp

, (4.4.2)

where ρsoh
(a)
s and ρsoh

(b)
s are the desired signal powers compensated by truncated channel

inversion power control. For the accurate evaluation of interferences in both cases, the

noise power is set to σ2
(a) = σ2

(b) = σ2 at the SR. I
(a)
ss and I

(a)
sp are the interferences from the

neighboring STs except for the tagged ST to the SR at position (a) and from the PT to the

6We consider two SRs corresponding to cases (a) and (b). The SR for case (a) is located at the origin
when the interference from STs and PT is calculated. The same situation is considered for the SR in case
(b) (i.e., it is located at the origin), the interference is calculated.
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SR at position (a), respectively. I
(b)
ss and I

(b)
sp are the interferences from the neighboring STs

except for the tagged ST to the SR at position (b) and from the PT to the SR at position
(b), respectively. In terms of the SINR, the coverage probabilities can be obtained as

C(a)
p = P

[
ρsoh

(a)
s

σ2 + I
(a)
ss + I

(a)
sp

> T

]
(i)
= E

[
exp

(
−T σ

2 + I
(a)
ss + I

(a)
sp

ρso

)]

= exp

(
−T σ

2

ρso

)
L
I

(a)
ss

(ss)LI(a)
sp

(ss) , (4.4.3)

C(b)
p = exp

(
−T σ

2

ρso

)
L
I

(b)
ss

(ss)LI(b)
sp

(ss) , (4.4.4)

where ss = T
ρso

. The equality (i) is obtained from the exponential function. L
I

(a)
ss

(sc),

L
I

(a)
sp

(ss), LI(b)
ss

(ss), and L
I

(b)
sp

(ss) are the Laplace transforms7 of the probability density

functions (pdfs) of the interferences I
(a)
ss , I

(a)
sp , I

(b)
ss , and I

(b)
sp , respectively. Here, we assume

the same threshold T for cases (a) and (b) because we evaluate the effect of the interferences
of STs and PT.

The transmission scenario for a CR network is discussed in detail in [49]. The packet
delivery time of the ST is divided into two slots: spectrum-sensing slots and transmission
slots. To enable the use of the frequency band of the SU in the CR network, spectrum
sensing is the key factor and also the most challenging task. During a spectrum-sensing
slot, STs8 are required to sense the PT-to-SR9 and STs-to-SR links and know their occupied
and unoccupied frequency bands. The working group of IEEE 802.22 selected a probability
of detection (PD) of above 90% for a signal-to-noise ratio of −20 dB [47] because spectrum
sensing is accurate when PD ≥ 0.9. Otherwise, spectrum sensing is imperfect. To simplify
the analysis, we consider perfect detection for accurate spectrum sensing and imperfect
detection for defective spectrum sensing. Thus, STs have perfect knowledge of both links
(i.e., PT-to-SR and STs-to-SR) and interference does not occur because each ST is allocated
an idle channel (i.e., the ST assigns one channel for the SR) for the associated SR in the
CR network. With regard to spectrum sensing, there are four assumptions for the perfect
and imperfect detection of PT-to-SR and STs-to-SR links:

(i) Perfect detection of PT-to-SR and STs-to-SR links: in this case, the Laplace transforms
of interferences are equal to one, i.e., L

I
(a)
sp

(ss) = 1, L
I

(a)
ss

(ss) = 1, L
I

(b)
sp

(ss) = 1, and

L
I

(b)
ss

(ss) = 1.

7The Laplace transform L of z is denoted as Lz(s) = E [exp(−sz)].
8STs are cellular phone users, so their operation mode change between a transmitter and a receiver.
9The PT-to-SR link is replaced by a PT-to-PR link, because, if STs perfectly sense the PT-to-PR link,

they know the frequency band of the PU. So, STs avoid the use of the PU frequency band or the same
frequency band. For this reason, the PT does not create interference in the SR.
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(ii) Perfect detection of PT-to-SR link and imperfect detection of STs-to-SR links: the
Laplace transforms of the interferences are L

I
(a)
sp

(ss) = 1, L
I

(a)
ss

(ss) 6= 1, L
I

(b)
sp

(ss) = 1,

and L
I

(b)
ss

(ss) 6= 1.

(iii) Imperfect detection of PT-to-SR link and perfect detection of STs-to-SR links: the
Laplace transforms of the interferences are L

I
(a)
sp

(ss) 6= 1, L
I

(a)
ss

(ss) = 1, L
I

(b)
sp

(ss) 6= 1,

and L
I

(b)
ss

(ss) = 1.

(iv) Imperfect detection of PT-to-SR and STs-to-SR links: the Laplace transforms of the
interferences are not equal to one, i.e., L

I
(a)
sp

(sc) 6= 1, L
I

(a)
ss

(ss) 6= 1, L
I

(b)
sp

(ss) 6= 1, and

L
I

(b)
ss

(ss) 6= 1.

Following the four assumptions, a noise-limited environment is considered in assumption
(i). According to this assumption, the coverage probability and spectral efficiency are noise-
limited in which interference is insignificant. In other words, interfering STs and PT do not
affect the tagged SR. However, the other assumptions (i.e., (ii), (iii), and (iv)) correspond
to noise-plus-interference-limited. Interfering STs and PT cause interference on the tagged
SR. Thus, the coverage probability and spectral efficiency are noise-plus-interference-limited
for these assumptions [83].

In this portion, we analyze the theoretical expressions of coverage probability for all
assumptions in the CR network. The four assumptions of the coverage probability are
given by the following lemmas. In the lemmas, we assume two cases: (a) the SR is inside
the PER and (b) the SR is outside the PER (as already explained in Fig. 4.2 in section
4.2).

Lemma 1. In the single-tier uplink modeling of a Poisson CR network considering
assumption (i), the coverage probability for the tagged ST can be expressed as

C(ia)
p = exp

(
−T σ

2

ρso

)
, (4.4.5)

C(ib)
p = exp

(
−T σ

2

ρso

)
. (4.4.6)

Proof: We set assumption (i) in (4.4.3) and (4.4.4).
Lemma 2. In the single-tier uplink modeling of a Poisson CR network considering

interfering STs, the coverage probability for the tagged ST can be expressed as

C(iia)
p = exp

[
−T σ

2

ρso
− 2T

2
αPSTR

∫ ∞
T
−1
α

x

1 + xα
dx

]
, (4.4.7)

C(iib)
p = exp

[
−T σ

2

ρso
− 2T

2
αPSTR

∫ ∞
T
−1
α

x

1 + xα
dx

]
, (4.4.8)

where PSTR =
γ

(
2,πλs

(
Pmax
ρso

) 2
α

)

1−exp

{
−πλs

(
Pmax
ρso

) 2
α

} .
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Proof: We assume assumption (ii) in lemma 2. For cases (a) and (b), a SR located at
the origin is considered in the calculation of the interferences of the STs except tagged ST.
Thus, the interference is approximately the same for each ST because of truncated channel
inversion power control. For this reason, we assume L

I
(a)
ss

(ss) = L
I

(b)
ss

(ss). The detailed

derivation of LIss(ss) is given in Appendix C (C.1).
Lemma 3. In the single-tier uplink modeling of a Poisson CR network considering an

interfering PT, the coverage probability for the tagged ST can be expressed as

C(iiia)
p = exp

[
−T σ

2

ρso
− 2πλp

(
T

ρso

) 2
α

P
2
α
p

∫ Ul

0

y

1 + yα
dy

]
, (4.4.9)

C(iiib)
p = exp

[
−T σ

2

ρso
− 2πλp

(
T

ρso

) 2
α

P
2
α
p

∫ ∞
Ll

y

1 + yα
dy

]
, (4.4.10)

where Ul = Ll =
(
rαPERρso
TPp

) 1
α

and rPER is the radius of the PER.

Proof: We consider assumption (iii) in lemma 3. The detailed derivation of L
I

(a)
sp

(ss)

and L
I

(b)
sp

(ss) is provided in Appendix C (C.2).

Lemma 4. In the single-tier uplink modeling of a Poisson CR network considering
interfering STs and an interfering PT, the coverage probability for the tagged ST can be
expressed as

C(iva)
p = exp

[
−T σ

2

ρso
− 2T

2
αPSTR

∫ ∞
T
−1
α

x

1 + xα
dx− 2πλp

(
T

ρso

) 2
α

P
2
α
p
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0

y

1 + yα
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]
,

(4.4.11)

C(ivb)
p = exp

[
−T σ

2

ρso
− 2T

2
αPSTR
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α
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1 + xα
dx− 2πλp
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) 2
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α
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∫ ∞
Ll

y

1 + yα
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]
.

(4.4.12)

Proof: Lemma 4 combines the results of lemmas 2 and 3. For more details, see Appendix
(C.1 & C.2).

Closed-form expressions: If α = 4, the integral expressions (4.4.7), (4.4.8), (4.4.9),
(4.4.10), (4.4.11), and (4.4.12) can be reduced to the following closed-form expressions:

C(iia or iib)
p = exp

[
−T σ

2

ρso
−
√
TPSTR arctan

(√
T
)]
, (4.4.13)

C(iiia)
p = exp

[
−T σ

2

ρso
− πλp

(√
TPp
ρso

)
arctan

(√
r4
PERρso
TPp
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, (4.4.14)

C(iiib)
p = exp
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−T σ

2

ρso
− πλp

(√
TPp
ρso

){
π

2
− arctan

(√
r4
PERρso
TPp

)}]
, (4.4.15)
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C(iva)
p = exp
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C(ivb)
p = exp
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(4.4.17)

Proof: See Appendix C (C.3).

4.4.2 Spectral Efficiency

In a CR network, higher spectral efficiency is required and it is necessary to provide a higher
data rate to mobile phone users. The spectral efficiency is defined as the total number of
information bits transmitted from the ST to a SR over a particular bandwidth in a CR
network [84]. The spectral efficiency between the ST and a SR is related to the received
SINR at the SR and is obtained by Shannon’s formula, which can be expressed as P (X > x),
where X = ln(1 + SINR) and x is the threshold value (x nats/sec/Hz). Due to the CR
network, the SINR is given by (4.4.1) and (4.4.2), which we use in the following discussion.

Let us consider a single link between the ST and a SR in a CR network. For the received
SINR at the SR, the probability that the Shannon capacity on the link is greater than a
threshold (t) is called the spectral efficiency. Thus, the spectral efficiency can be represented
by the following relation:

R(a) =

∫ ∞
0

P
[
ln
(
1 + SINR(a)

)
> t
]
dt

=

∫ ∞
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P

[
ρsoh

(a)
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(a)
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]
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L
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(i)
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ρso

)
L
I

(a)
ss

(
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ρso

)
L
I

(a)
sp

(
z
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)
dz, (4.4.18)

R(b) (i)
=

∫ ∞
0

1

1 + z
exp

(
−z σ

2

ρso

)
L
I

(b)
ss

(
z

ρso

)
L
I

(b)
sp

(
z

ρso

)
dz. (4.4.19)

where E(t) = et − 1 and (i) is obtained by replacing the variable z = E(t). In order to
derive the spectral efficiency in a CR network, there are four assumptions obtained from
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spectrum sensing. Mathematical expressions for the spectral efficiency are given by the
following lemmas, in which we consider two cases: (a) and (b).

Lemma 5. In the single-tier uplink modeling of a Poisson CR network considering
assumption (i), the spectral efficiency of transmission by the tagged ST can be expressed as

R(ia) =

∫ ∞
0

1

1 + z
exp

(
−z σ

2

ρso

)
dz, (4.4.20)

R(ib) =

∫ ∞
0

1

1 + z
exp

(
−z σ

2

ρso

)
dz. (4.4.21)

Proof: We apply assumption (i) in (4.4.18) and (4.4.19).

Lemma 6. In the single-tier uplink modeling of a Poisson CR network considering
interfering STs, the spectral efficiency of transmission by the tagged ST can be expressed as

R(iia) =

∫ ∞
0

1

1 + z
exp

[
−z σ

2

ρso
− 2z

2
αPSTR
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z
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]
dz, (4.4.22)
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where PSTR =
γ

(
2,πλs

(
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) 2
α

)

1−exp
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ρso

) 2
α

} .

Proof: We apply assumption (ii) in (4.4.18) and (4.4.19). Here, we assume that L
I

(a)
ss

( z
ρso

)

= L
I

(b)
ss

( z
ρso

), as already explained for lemma 2. Then, we replace z
ρso

with T
ρso

. The

calculation of the Laplace transform LIss( z
ρso

) follows the same procedure as in Appendix
C (C.1).

Lemma 7. In the single-tier uplink modeling of a Poisson CR network considering an
interfering PT, the spectral efficiency of transmission by the tagged ST can be expressed as

R(iiia) =

∫ ∞
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1
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− 2πλp
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dz, (4.4.24)
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]
dz, (4.4.25)

where Ul = Ll =
(
rαPERρso
zPp

) 1
α

and rPER is the radius of the PER.

Proof: We apply assumption (iii) in (4.4.18) and (4.4.19). Then, we replace z
ρso

with
T
ρso

. The calculation of the Laplace transforms L
I

(a)
sp

( z
ρso

) and L
I

(b)
sp

( z
ρso

) follows the same

procedure as in Appendix C (C.2).
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Lemma 8. In the single-tier uplink modeling of a Poisson CR network considering
interfering STs and an interfering PT, the spectral efficiency of transmission by the tagged
ST can be expressed as

R(iva) =

∫ ∞
0

1
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(4.4.26)
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(4.4.27)

Proof: Lemma 8 combines the results of lemmas 6 and 7. See Appendix (C.1 & C.2)
for a detailed proof.

Now we derive the expressions of spectral efficiency in a CR network for α = 4. The
theoretical expressions of spectral efficiency for (4.4.22), (4.4.23), (4.4.24), (4.4.25), (4.4.26),
and (4.4.27) can be written as

R(iia or iib) =
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ρso
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√
zPSTR arctan
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(4.4.31)

R(ivb) =

∫ ∞
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1 + z
exp
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−z σ

2

ρso
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zPSTR arctan

(√
z
)
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(√
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)
·
{π

2
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(√
r4
PERρso
zPp

)}]
dz.

(4.4.32)

Proof: See Appendix C (9.3).
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4.5 Numerical Examples and Discussion

To demonstrate the performance of a CR network, we present some numerical examples and
evaluate the theoretical expressions given in the previous section for the four assumptions of
spectrum sensing and the locations of the SR of (a) inside the PER and (b) outside the PER.
First, we evaluate the coverage probability with respect to a predefined threshold (T ) and
cutoff threshold (ρso). Then we assess the effect of the spectral efficiency. For the numerical
examples, we assume a few same parameters as in [77]. The simulation parameters for the
following figures are: Pmax = 1 W, Pp = 100 W, rPER = 1200 m, α = 4, and σ2 = −70
dBm.
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Figure 4.5: Comparison of analytical results of coverage probability for four assumptions
with λs = 1/km2, λp = 1/9km2, and ρso = −70 dBm.

4.5.1 Examples of Coverage Probability

Analytical results for the CR network coverage probability are shown in Fig. 4.5, where the
four assumptions are compared. It can be seen from Fig. 4.5(a) that assumptions (i) and
(iv) have the best and worst coverage probability curves, respectively. This is because in
assumption (i) there is no interference from the PT or the STs, whereas in assumption (iv)
takes account of interference from the PT and STs. The coverage probability for the four
assumptions is not clear in Fig. 4.5(a). For this reason, we plot Fig. 4.5(b) to compare the
performances for the assumptions. In the case of assumptions (iii) and (iv), the coverage
probability has better performance for case (b) when T increases because the SR is outside
the PER. Moreover, the results show little difference in performance between assumptions
(iii) and (iv) in cases (a) and (b).

The analytical results evaluated for assumption (iv) are shown in Figs. 4.6 to 4.9. We
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Figure 4.6: Impact of cutoff threshold ρso
on coverage probability with λs = 1/km2

and λp = 1/9km2.
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Figure 4.7: Impact of path-loss expo-
nent α on coverage probability with λs
= 1/km2, λp = 1/9km2, and ρso = −50
dBm.

demonstrate the improved of coverage probability with improvement of the cutoff threshold

ρso in Fig. 4.6. For a predefined threshold of T = −5 dB, the coverage probability C
(iva)
p

for ρso = −60 dBm is reduced to approximately 9% of that for ρso = −50 dBm. When

C
(iva)
p = 0.81, T for ρso = −60 dBm is reduced to 9 dB compared with ρso = −50 dBm.

In addition, case (b) outperforms case (a) with the same value of ρso. However, above a
certain predefined threshold T , case (a) performs only slightly better than case (b). For
instance, case (a) performs slightly better when T ≥ 3.4 dB for ρso = −70 dBm. This is

because the integral form (
∫ Ul

0
y

1+yαdy) decreases with increasing T for case (a). On the

other hand, the integral form (
∫∞
Ll

y
1+yαdy) increases with increasing T for case (b). Hence,

the integral form affects the exponential function of the coverage probability. Thus, the
predefined threshold T is an important factor of CR network design.

As shown in Fig. 4.7, the coverage probability increases significantly with increasing
path-loss exponent α. Similar results were obtained for cases (a) and (b), as shown in Fig.
4.6. When T is low, the coverage probability in case (b) is higher than that in case (a).
However, case (a) has better performance than case (b) for higher values of T and lower
values of α. With the same values of T = 10 dB and α = 4, the coverage probability for
case (b) is approximately 10% higher than that for case (a).

A comparison of the performances of cases (a) and (b) is shown in Fig. 4.8 for various
densities of the SR. As can be predicted from Figs. 4.6 and 4.7, case (b) still has better
performance than case (a). It is also observed that the SR density impacts on coverage
probability, the coverage probability decreases with increasing SR density. This is because
that the variation of λs affects PSTR; PSTR is increased with increasing λs, consequently
deceasing the coverage probability. For case (b), the improvement of the coverage proba-
bility is approximately 22.44% for the densities of λs = 1 and λs = 10 at ρso = −51 dBm.
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Regarding the four assumptions, the coverage probability was similar for lower (i.e., approx-
imately ρso < −72 dBm) and higher (i.e., approximately ρso > −8 dBm) cutoff thresholds.
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Figure 4.8: Impact of density λs on cov-
erage probability with T = 5 dB.
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Figure 4.9: Impact of T on coverage
probability with λs = 1/km2 and λp =
1/9km2.

In Fig. 4.9, we observe the effect of increasing the predefined threshold T on the coverage
probability. It can be seen that for a particular value of ρso, increasing T decreases the cov-
erage probability. Furthermore, case (b) has better performance than case (a) for the same
value of T . When T = −2 dB, the cutoff threshold ρso can be reduced by approximately 6
dBm for case (b) to achieve a coverage probability of 0.9.

4.5.2 Examples of Spectral Efficiency

We now present the performance of the spectral efficiency considering the four assumptions
in Fig. 4.10. Assumption (i) gives the best performance for the same reason as given
before Fig. 4.5. Here, assumption (ii) obtains similar results (i.e., better performance than
assumptions (iii) and (iv)) to those for the coverage probability. This is also because only
the interference of STs is considered. Comparing cases (a) and (b) for assumptions (iii) and
(iv), case (b) obtains the better performance. Fig. 4.10(a) does not allow a clear evaluation
of the performance of the spectral efficiency; for this reason, Fig. 4.10(b) is provided.

The analytical results for assumption (iv) are presented in Fig. 4.11, which shows the
spectral efficiency with respect to the cutoff threshold ρso. It can be observed that for the
same SR density, case (b) has higher spectral efficiency than case (a). We observe that
the spectral efficiency is 4.11 for case (a) compared with 4.49 for case (b) at ρso = −46
dBm. This is due to the fact that increasing the SR density significantly reduces the
spectral efficiency. For a large λs, the spectral efficiency is determined by PSTR, which is
proportional to λs and inversely related to ρso.
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Figure 4.10: Comparison of analytical results of spectral efficiency for the four assumptions
with λs = 1/km2, λp = 1/9km2.
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Figure 4.11: Impact of various densities λs on spectral efficiency.



Chapter 5

Energy Harvesting in CR Network

5.1 Literature Review

Energy harvesting from wireless networks has recently been the focus of substantial research
on the provision/supply of power in battery-operated wireless devices. A practical scenario
of simultaneous wireless information and power transfer is discussed in [92], which provides
an overview of resource allocation and cooperative CR networks. RF energy harvesting in
various types of wireless networks, for example, single-hop networks, multi-antenna net-
works, relay networks, and CR networks has been examined and surveyed comprehensively
in [93]. A recent comprehensive survey of energy harvesting communications and networking
provides a broad perspective of past, present, and future issues [94]. Y. Li et al. investi-
gated the underlay cognitive relay network to derive outage probability under three power
constraints, and also derived throughput in both delay-sensitive and delay-tolerant trans-
mission modes [95]. In addition, Z. Wang et al. analyzed outage probability, rate-energy
trade-off, and also three optimization techniques for improving spectrum and energy effi-
ciency [96]. Y. Liu et al. in [97] presented a device-to-device communication design for
energy harvesting in large-scale CR networks, and evaluated its power outage probability,
secrecy outage probability, and secrecy throughput.

In [98], I. Krikidis investigated RF energy harvesting for cooperative and non-cooperative
protocols when transmitter-receiver pairs are deployed following a Poisson point process
(PPP). S. Lee et al. in [99] derived transmission probability, outage probability, and max-
imization of network throughput for a PPP in CR networks by considering a single-slope
path-loss analytical model. In [100], A. H. Sakr and E. Hossain developed a multi-tier up-
link cellular network using a PPP and investigated its transmission probability, coverage
probability, and success probability. In [101], I. Flint et al. studied a wireless sensor net-
work where sources are distributed as a Ginibre α-determinantal point process (DPP). They
derived an expression for the expectation and variance of the energy harvesting rate and
investigated the upper bound of power outage probability and transmission outage proba-
bility. In a recent study of Ginibre DPP, [102] analyzed the performance of self-sustainable
communications with RF energy harvesting.

59
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5.2 System Model

5.2.1 Network Topology

We consider here only the downlink of a CR network composed of primary network (PN)
and secondary network (SN) and assume that all users are active. A PN consists of a
primary transmitter (PT) and numerous primary receivers (PRs) and a SN consists of a
secondary transmitter (ST) and numerous secondary receivers (SRs). The locations of PTs
are distributed according to a homogeneous PPP ΦPt = {a1, a2, .........} ⊂ R2 of density
λPt and also the PRs follow an independent PPP ΦPr = {b1, b2, .........} ⊂ R2 of density
λPr. Each PT has a PER where STs are not allowed to utilize the licensed frequency band
on account of interference [27, 56]. For simple analysis, it is assumed that all active STs
(cognitive macro-BS) are outside the PER. The locations of STs are modeled according to a
homogeneous PPP ΦSt = {c1, c2, .........} ⊂ R2 of density λSt and SRs follow an independent
PPP ΦSr = {d1, d2, .........} ⊂ R2 of density λSr. A typical SR can be assumed to be located
at the origin (0,0) without loss of generality.

5.2.2 Path-loss Model

In the environment of cellular networks, the standard path-loss model is considered for per-
formance evaluation of cellular networks. However, standard path-loss model does not fit re-
alistic scenarios [103]. According to the technique report of the 3rd Generation Partnership
Project (known as 3GPP model or International Telecommunication Union Radiocommuni-
cation Sector (ITU-R) Urban Microcell (UMi) model), the two-slope path-loss model is more
attractive for analysis of cellular networks [104]. The characteristic of two-slope path-loss
follows line-of-sight (LoS) and non-line-of-sight (NLoS) propagation where LoS propagation
may occur when the distance is less than the critical distance (i.e., dc ≤ 18m) [105].

In this analysis, all transmissions experience Rayleigh fading over each channel and the
channel power gains are independent and identically distributed (i.i.d.) exponentially with
unit mean. For simple notation, we denote as l(d) rather than l(‖d‖). In the path-loss
model, it is assumed that the two-slope path-loss function, expressed as

l(d) =

{
‖d‖−αL , ‖d‖ ≤ dc
κ ‖d‖−αN , ‖d‖ > dc

(5.2.1)

where κ = dαN−αLc , αL and αN are the path-loss exponents for LOS and NLOS propagation,
respectively, and dc is the critical distance.

5.2.3 Timeslot and Sensing

Assume that ST opportunistically accesses the licensed spectrum. Then each frame of ST
comprises a sensing slot of duration Ts and a transmission slot of duration Tp, as shown in
Fig. 5.1. The function of frame can be detailed as follows:
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Figure 5.1: Illustration of timeslot structure of ST.

5.2.3.1 Sensing Period

During the time interval [0, Ts], the ST accesses the licensed spectrum (i.e., spectrum of
primary user) to detect idle and occupied channels. In the licensed spectrum, there are
M idle channels and N − M occupied channels among the N channels depicted in Fig.
5.1. Each ST randomly chooses one channel and then determines whether it is idle or
not. As usual, PT transmits its own data for the corresponding PR, and at that moment,
ST measures the signal-to-noise ratio (SNR) of PT (γp(h, l(d))). A detailed calculation of
γp(h, l(d)) is provided in Appendix D.1. Subsequently, the received SNR at ST is compared
with the SNR threshold (γt). If the received SNR is greater than the SNR threshold, the
channel is classed as occupied and if opposite, the channel is classed as idle. Thus, we can
represent the idle and occupied channels states by means of an indicator function, which
can be defined as

Iγt(γp(h, l(d))) =

{
1, γp(h, l(d)) ≥ γt
0, γp(h, l(d)) < γt

(5.2.2)

By applying the indicator function, each ST knows which channels are idle, and ST
utilizes the idle channels. Next, we discuss the probability of successful selection of an idle
channel.

Probability of successful selection of an idle channel : In the sensing period, ST randomly
selects a channel from N channels for data transmission where there are M idle channels
and N −M occupied channels. The probability of successful selection of an idle channel is
stated as the probability that the channel is idle when ST selects it randomly from the N
channels. The probability of successful selection of an idle channel is represented as

Qs =

(
M

1

)
/

(
N

1

)
=
M

N
. (5.2.3)
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5.2.3.2 Transmission Period

During the time interval [Ts, Ts + Tp], after considering the sensing results, ST decides
whether or not to transmit on the channel. If a channel is sensed as idle, ST sends data to
SR via that channel. If the channel is sensed as occupied, ST waits until the next frame.

5.2.4 Design of Receiver

One of the fundamental needs here is a new receiver architecture design for WEH. Several
receiver designs have been discussed [106–108]. We introduce a dual mode (DM) power-
splitting (PS) receiver that performs in both active and inactive mode. In active mode, it
works as a PS with a PS ratio ρ, as depicted in Fig. 5.2(a). In inactive mode, PS only
connects with the energy harvester (EH) node, that is ρ = 0, as depicted in Fig. 5.2(b).

5.2.4.1 Active Mode

ST is actively in communication with its associated SR. This is known as on-mode. In
general, a SR receives a signal from a ST. In this circumstance, each SR is equipped with
a PS device to synchronize the decoding of information and the harvesting of energy from
the received signal power. In particular, the received signal power at the SR is divided
such that a ρ portion of the signal power is used by the information decoder (ID) and the
remaining 1− ρ portion of the power is reserved for the EH.

5.2.4.2 Inactive Mode

ST is inactive on transmission. This is known as off-mode. In general, SR does not receive a
signal from the ST. In this circumstance, each SR performs only energy harvesting. Hence,
PS is connected to the EH.

Information

  Decoder

   Energy 

Harvester

Data

Battery

DM - Power

   Splitter

ρ

1 - ρ

ρ

1 - ρ

(a) Active mode

Information

  Decoder

   Energy 

Harvester

Data

Battery

DM - Power

   Splitter

1

1

(b) Inactive mode

Figure 5.2: Illustration of the SR architecture for active and inactive mode.

5.2.5 Signal Model

As has been mentioned above, in this section, we focus on the signal model for active and
inactive modes.
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5.2.5.1 Active Mode

For information decoding, received power at SR is given by

PaID = ρ · E [Pshso l(do) + Iss + Isp] , (5.2.4)

where l(do) = d−αLc + κ(do − dc)−αN . do is the distance between ST and its typical SR. In
(4), it is assumed that typical SR is outside the critical distance. If typical SR is inside the
critical distance, l(do) is replaced with the ‖do‖−αL . Ps is the transmission power of ST.
hso is fading channel gain in associated ST-SR pair. Iss and Isp are interference power at
the typical SR from STs and PTs, respectively. Hence, Iss and Isp can be expressed as

Iss =
∑

i∈ΦSt\{o}

Psihsil(dsi), (5.2.5)

Isp =
∑
i∈ΦPt

Ppihpil(dpi), (5.2.6)

where o is the ST, which is in communication with its typical SR. hsi is the fading channel
gain at the typical SR from interfering STs. dsi is the distance between typical SR and the
interfering STs. hpi is the fading channel gain at the typical SR from interfering PTs. dpi
is the distance between typical SR and the interfering PTs. Pp is the transmission power
of PT.

Accordingly, the signal-to-interference-plus-noise ratio (SINR) at the ID of SR can be
defined as

SINRo =
ρPshso l(do)

ρ(Iss + Isp + σ2
s) + σ2

c

, (5.2.7)

in which σ2
s is the additive white Gaussian noise at SR and σ2

c is the circuit noise at the ID
of SR.

For energy harvesting, received power at SR is given by

PaEH = (1− ρ) · E [Pshso l(do) + Iss + Isp] , (5.2.8)

Using (5.2.8), average DC power harvested by the EH at SR is expressed as

PaDC = ξ · PaEH , (5.2.9)

where ξ ∈ (0, 1] is the conversion efficiency from RF power to DC power.

5.2.5.2 Inactive Mode

SR receives the power from the interferers of PTs and STs. Hence, received power for energy
harvesting at SR can be expressed as

PiEH = E
[
I
′
ss + Isp

]
, (5.2.10)
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in which I
′
ss is interference power at SR from STs. Hence, I

′
ss is expressed as

I
′
ss =

∑
i∈ΦSt

Psihsil(dsi), (5.2.11)

From (5.2.11), average DC power harvested by the EH at SR is expressed as

PiDC = ξ · PiEH , (5.2.12)

5.3 Performance Analysis

In this section, the performance metrics, outage probability and harvested DC power, are
analyzed for SN. Also, an optimization algorithm is proposed for maximization of energy
harvesting.

5.3.1 Outage Probability

Outage probability is an important factor in wireless network design. Therefore, researchers
want to design their networks for low outage probability. The outage probability of SR
is defined as the probability that the received SINR at a typical SR is higher than the
predefined threshold θs. Thus, the outage probability of SR can be defined mathematically
as

OA = 1− Pr [SINRo > θs] , (5.3.1)

Using (5.2.7) and (5.3.1), the outage probability of SR, where SR is located at the origin,
can be expressed as

OA = 1− Pr

[
ρPshso l(do)

ρ(Iss + Isp + σ2
s) + σ2

c

> θs

]
= 1− Pr

[
hso >

θs[ρ(Iss + Isp + σ2
s) + σ2

c ]

ρPsl(do)

]
= 1− EIss,Isp

[
exp

(
−θs[ρ(Iss + Isp + σ2

s) + σ2
c ]

ρPsl(do)

)]
= 1− exp

(
−θs[ρσ

2
s + σ2

c ]

ρPsl(do)

)
LIss

(
θs

Psl(do)

)
LIsp

(
θs

Psl(do)

)
, (5.3.2)

where LIss and LIsp are the Laplace transforms of the probability density functions of Iss
and Isp. The Laplace transforms of LIss and LIsp are conferred in the following lemmas:

Lemma 1. The Laplace transform LIss of the aggregate interference Iss at the SR
because of the interferers of STs is given by

LIss(θs(Psl(do))−1) = exp

(
−πλsQs

[
θsd

2−αL
c (l(do))

−1 + 2

(
κθs
l(do)

) 2
αN

I (Lls, αN )

])
,
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in which λs is the density of STs except the intended ST. I (Lls, αN ) =
∫∞
Lls

y
1+yαN dy and

Lls = dc
(κθsl(do)−1)2/αN

.

Proof : Please refer to Appendix D (D.2).

Lemma 2. The Laplace transform LIsp of the aggregate interference Isp at the SR
because of the interferers of PTs is given by

LIsp(θs(Psl(do))−1) = exp

(
−πλpQp

[
θsPp(Psl(do))

−1d2−αL
c + 2

(
κθsPp
Psl(do)

) 2
αN

I (Llp, αN )

])
,

in which λp is the density of PTs. Qp is the probability of utilization of an idle channel.
I (Llp, αN ) =

∫∞
Llp

y
1+yαN dy and Llp = dc

(κθsPp(Psl(do))−1)2/αN
.

Proof : Please refer to Appendix D (D.3).

Substituting the value of lemmas 1 and 2 into (5.3.2), the outage probability can be
found as

OA = 1− exp

(
−θs[ρσ

2
s + σ2

c ]

ρPsl(dco)
− πλsQs

[
θsd

2−αL
c l(do)

−1 + 2

(
κθs
l(do)

) 2
αN

I (Lls, αN )

]
−πλpQp

[
θsPp(Psl(do))

−1d2−αL
c + 2(κθsPp(Psl(do))

−1)
2
αN I (Llp, αN )

])
.

(5.3.3)

Special Case 1: As defined in (5.3.3), the outage probability OA cannot be derived
closed-form; however, a closed-form expression is found if and only if αL = 2 and αN = 4.
Substituting the values of αL and αN , we get

O1
A = 1− exp

(
−θs[ρσ

2
s + σ2

c ]

ρPsl(dco)
− πλsQs

[
θsl(d

c
o)
−1 +

√
κθsl(dco)

−1 tan−1

(
κθs

d2
c l(d

c
o)

)]
−πλpQp

[
θsPp(Psl(d

c
o))
−1 +

√
κθsPp(Psl(dco))

−1 tan−1

(
κθsPp

d2
cPsl(d

c
o)

)])
,

(5.3.4)

where l(dco) = d−2
c + κ(do − dc)−4.

Remark 1 : As outage probability is a monotonic decreasing function of Ps, the derived
result in (5.3.4) shows that outage probability decreases with increasing Ps. Also, outage
probability increases linearly with increasing λs.

Special Case 2: Consider the noise-limited system where there is no interference. The
outage probability for the noise-limited system can be approximated as

O2
A = 1− exp

(
−θs[ρσ2

s + σ2
c ](ρPsl(d

c
o))
−1
)
. (5.3.5)

Remark 2 : The derived result in (5.3.5) shows that outage probability is a monotonic
decreasing function of Ps.
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Special Case 3: Consider the interference-limited system where there is no Gaussian
noise or circuit noise. The outage probability for the interference-limited system can be
approximated as

O3
A = 1− exp

(
−πλsQs

[
θsl(d

c
o)
−1 +

√
κθsl(dco)

−1 tan−1

(
κθs

d2
c l(d

c
o)

)]
−πλpQp

[
θsPp(Psl(d

c
o))
−1 +

√
κθsPp(Psl(dco))

−1 tan−1

(
κθsPp

d2
cPsl(d

c
o)

)])
.

(5.3.6)

Remark 3 : The derived result in (5.3.6) reveals that outage probability is a monotonic
decreasing function of Ps. On the other hand, outage probability is a linear increasing
function of λs.

5.3.2 Harvested Power

5.3.2.1 Active Mode

According to (5.2.9), the average DC power harvested from the STs (except the intended
ST) and PTs can be written as

PaDC = ξ · (1− ρ) ·
[
Ps
{

Γ(1 + 2/αL)d−αLc + κΓ(1 + 2/αN )(do − dc)−αN
}

+ E[Iss] + E[Isp]
]
.

(5.3.7a)

E(Iss) = πλsPsQs
[
Γ(1 + 2/αL)d2−αL

c + 2κΓ(1 + 2/αN )d2−αN
c /(αN − 2)

]
. (5.3.7b)

E(Isp) = πλpPpQp
[
Γ(1 + 2/αL)d2−αL

c + 2κΓ(1 + 2/αN )d2−αN
c /(αN − 2)

]
. (5.3.7c)

Proof : Please refer to Appendix D (D.4).

Special Case 4: For consideration of αL = 2 and αN = 4, we obtain the simplified
expression of average DC power for active mode as

Pa4
DC = ξ · (1− ρ) ·

[
Ps
{
d−2
c + 0.5κ

√
π(do − dc)−4

}
+ E[I4

ss] + E[I4
sp]
]
. (5.3.8a)

E(I4
ss) = πλsPsQs

[
1 + 0.5κ

√
πd−2

c

]
. (5.3.8b)

E(I4
sp) = πλpPpQp

[
1 + 0.5κ

√
πd−2

c

]
. (5.3.8c)

5.3.2.2 Inactive Mode

According to (5.2.12), the average DC power harvested from the STs and PTs can be written
as

PiDC = ξ ·
[
E[I

′
ss] + E[Isp]

]
. (5.3.9a)

E(I
′
ss) = πλ

′
sPsQs

[
Γ(1 + 2/αL)d2−αL

c + 2κΓ(1 + 2/αN )d2−αN
c /(αN − 2)

]
. (5.3.9b)

E(Isp) = πλpPpQp
[
Γ(1 + 2/αL)d2−αL

c + 2κΓ(1 + 2/αN )d2−αN
c /(αN − 2)

]
. (5.3.9c)
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Proof : The proof is straightforward for average DC power in inactive mode. In (21b),
the density λ

′
s = λs + 1. Following similar steps in active mode and simply replacing the

density λ
′
s with λs, we determine average DC power in active mode.

Special Case 5: For consideration of αL = 2 and αN = 4, we obtain the simplified
expression for average DC power in inactive mode as

Pi5DC = ξ ·
[
E[I5

ss] + E[I5
sp]
]
. (5.3.10a)

E(I5
ss) = πλ

′
sPsQs

[
1 + 0.5κ

√
πd−2

c

]
. (5.3.10b)

E(I5
sp) = πλpPpQp

[
1 + 0.5κ

√
πd−2

c

]
. (5.3.10c)

5.3.3 Maximization of Harvested Power - Active Mode

In this section, we investigate the maximization of harvested power with outage probability
constraint in CR network active mode. The maximization of harvested power is still dif-
ficult to solve because of the outage probability in (5.3.2); therefore, αL = 2 and αN = 4
are considered for solving the optimization problem. In the design, the harvested energy
(Pa4
DC) is maximized over Ps and λs under a particular outage probability of εc. The Pa4

DC

maximization can be formulated as

max
Ps,λs

Pa4
DC(Ps, λs) (5.3.11a)

s.t. C1 : O1
A(Ps, λs) ≤ εc (5.3.11b)

C2 : 0 ≤ ρ ≤ 1 (5.3.11c)

C3 : Ps ≥ 0, λs ≥ 0. (5.3.11d)

In (5.3.11), constraint C1 ensures that the outage probability O1
A does not exceed the

particular value of εc. C2 verifies the PS ratio between 0 and 1. C3 confirms the non-
negative value of Ps and λs. Specifically, considering constraint C2, it is clear that the
objective function in (5.3.11a) decreases with increased ρ. Thus, the maximum harvested
power can be obtained via the following expression

max
Ps,λs

Pa4
DC(Ps, λs)⇔ min

ρ

(
max
Ps,λs

Pa4
DC(Ps, λs)

)
. (5.3.12)

In accordance with the above discussion, we avoid constraint C2. Furthermore, the
Hessian of the objective function is less than zero; therefore, the objective function must
have a saddle point. Thus, the optimum solution of Ps has a maximum point and the
optimum solution of λs has a minimum point. From this point of view, the objective function

is stated as, min
λs

(
max
Ps

Pa4
DC(Ps, λs)

)
. Following a similar discussion as in [109, chapter

10], the maximization problem can be formulated as

max
Ps,λs

Pa4
DC(Ps, λs) (5.3.13a)

s.t. C1 : O1
A(Ps, λs) ≤ εc. (5.3.13b)
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The above optimization solution is presented as a theorem, below.
Theorem. The maximum harvested power Pa4

DC(Ps, λs) in (5.3.11a) can be expressed
as

Pa4
DC(Ps, λs) = ξ · (1− ρ) · [P ∗s · (v1 + πv2λ

∗
sQs) + πv2PpλpQp] , (5.3.14)

in which v1 = d−2
c + 0.5κ

√
π(do − dc)−4 and v2 = 1 + 0.5κ

√
πd−2

c .
The optimum solution of P ∗s and λ∗s are presented as

tan−1

(
κθsPp

d2
cP
∗
s l(d

c
o)

)
− 2κθsPp
d2
cP
∗
s l(d

c
o)

(
1 +

(
κθsPp

d2
cP
∗
s l(d

c
o)

)2
)−1

= ko

√
d2
cP
∗
s l(d

c
o)

κθsPp
, (5.3.15a)

λ∗s = |min(λs, 0)| , (5.3.15b)

in which

λs =
εcc − θs[ρσ2

s + σ2
c ](ρP

∗
s l(d

c
o))
−1 − πλpQp

(
θsPp(P

∗
s l(d

c
o))
−1 + ν0

)
πQs

(
θsl(dco)

−1 +
√
κθsl(dco)

−1 tan−1
(

κθs
d2
c l(d

c
o)

)) . (5.3.16a)

ko =
2

πλpQpdc

[
d−2
c + 0.5κ

√
π(do − dc)−4

1 + 0.5κ
√
πd−2

c

{
θsl(d

c
o)
−1 + ν1

}
+ εcc

]
. (5.3.16b)

εcc = − ln(1− εc). (5.3.16c)

ν0 =
√
κθsPp(P ∗s l(d

c
o))
−1 tan−1

(
κθsPp

d2
cP
∗
s l(d

c
o)

)
. (5.3.16d)

ν1 =
√
κθsl(dco)

−1 tan−1

(
κθs

d2
c l(d

c
o)

)
. (5.3.16e)

Proof : Please refer to Appendix D (D.5).
It is noted that (5.3.15a) is optimally solved as a nonlinear equation, which is difficult to

deal with. Its numerical solution can be found using the bisection method [109, chapter 5].
Here we use matlab function FZERO to find the optimal solution. In general, one optimum
solution is found in (5.3.15a). If the resulting solutions in (5.3.15a) are more than one, we
choose the maximum solution.

As mentioned earlier, we find one non-negative optimum solution and one negative.
Subsequently, we propose the following algorithm to obtain maximum energy harvesting
where optimum solutions have different signs. The steps of the algorithm are as follows:

5.4 Numerical Results and Discussion

In this section, outage probability, harvested power and optimization, described in section
5.3, are numerically examined. We employ the following parameters for evaluation of this
network: total number of channels N = 20, idle channels M = 8, critical distance dc = 14
m, distance do = 100 m, SINR threshold θs = 2 dBm, circuit noise σ2

c = 1, Gaussian
noise σ2

s = 1, LoS exponent αL = 2.09 as given in [110], NLoS exponent αN = 3.75 as
given in [110], PS ratio ρ = 0.5, and conversion efficiency ξ = 0.5. Some parameters were
changed, as indicated in the figure.
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Algorithm: To achieve optimum Ps, λs and maximum Pa4
DC(Ps, λs)

1. Initialize the parameters θs, Pp, λp, σs, σc, αL = 2,
αN = 4 and εc;

2. For each ρ, find ko and also solve in (5.3.15a);

3. Find optimum P ∗s using FZERO function;

4. Obtain optimum λ∗s = |min(λs, 0)| and plug it into
(5.3.16a);

5. Obtain maximum Pa4
DC(Ps, λs) in (5.3.11a) by substi-

tuting P ∗s and λ∗s;

6. Goto step (2).

5.4.1 Outage Probability

In Fig. 5.3, it presents the impact of transmission power of Ps and PS of ρ on outage
probability. It is clear from Fig. 5.3 that outage probability is a decreasing function with
Ps and ρ. Outage probability decreases significantly with Ps when ρ is greater than 0.2.
Moreover, when the value of ρ is above 0.5, the outage performance improves more rapidly.
For instance, the outage probability decreased from 12.24% to 3.25% (i.e., distinction of
8.99%) when ρ changed from 0.6 to 0.8 at Ps = 48 dBm. However, the outage probability
decreased from 3.25% to 3.15% (i.e., distinction of 0.10%) when Ps varied from 48 dBm to
50 dBm at ρ = 0.8. This indicates that, in practice, the impact of ρ on outage performance
is greater than the impact of Ps. When ρ becomes larger, it means that the signal power
of ID is sufficient. On the other hand, if ρ is set smaller, it means that the signal power of
ID is relatively low. Thus, ρ should be carefully chosen for the quality-of-service of cellular
user (SR) in active mode.

Figure 5.4 shows the effect of the densities of PTs and STs (λp and λs) on the outage
probability. As we assume a fixed transmission power, the densities λp and λs affect the
outage probability. We observe that the larger the density, the greater the effect on outage
performance. This is because when the density is high, numerous PTs and STs exit and
they create interference among themselves.

5.4.2 Harvested Power

Figure 5.5 shows the harvested DC power in active mode for different transmission powers of
Ps and Pp. We observed that each SR can harvest large DC power when transmission power
of STs and PTs is high, although each transmitter (i.e., ST and PT) has a transmission
power restriction. Evidently, Pp is dominant when DC power harvesting is in active mode.

The harvested DC power in inactive mode is shown in Fig. 5.6. Inactive mode demon-
strates performance characteristics similar to those of active mode. A comparison of active
and inactive modes follows. For Pp = 30 dBm and 35 dBm, we observe better DC power
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ues are Ps = 50 dBm and Pp = 60 dBm.
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Figure 5.5: DC power vs. various transmis-
sion powers of Ps and Pp in active mode.
Parameter values are λs = 50/km2 and
λp = 15/km2.
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Figure 5.6: DC power vs. various trans-
mission powers of Ps and Pp in inactive
mode. Parameter values are λ

′
s = 51/km2

and λp = 15/km2.

harvesting in active mode than in inactive mode for the values Ps = 20 dBm ∼ 40 dBm,
respectively. For example, the improvement of DC power in inactive mode is nearly 15.2%
for values Ps = 35 dBm and Pp = 30 dBm compared to active mode. When Pp increased,
the resultant DC power for active mode increased rapidly. We find a similar result for Pp =
45 dBm ∼ 60 dBm where harvested DC power is better in active mode than in inactive
mode for all the values of Ps. For instance, DC power in active mode is enhanced 18.5
times than inactive mode for Ps = 35 dBm and Pp = 60 dBm. However, inactive mode
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outperforms active mode when Ps is set to 45 dBm and 50 dBm and Pp is set to 30 dBm
and 35 dBm.

Figures 5.7 and 5.8 show the effect of densities λs and λp for DC power in active and
inactive modes, respectively. In Fig. 5.7, as expected, the DC power increased due to
the increase in densities λs and λp. This is because radiant power from the PTs and
STs increased continuously when the densities increased. As a result, interference power
increased. For this reason, CR harvested more DC power from the CR network. As can
be seen in Fig. 5.8, harvested DC power in inactive mode showed the lower performance,
followed by active mode performance for similar parameters. Inactive mode harvested
approximately 12.4 times less DC power than active mode at λs = 30/km2 and λp =
15/km2. In addition, we compared the harvested DC power in inactive mode with 3G
mobile phone in idle mode as reported in [111]. This confirms that higher densities of λs
and λp resulted in significant improvement for DC power in inactive mode. For example,
the harvested DC power in inactive mode was approximately 13.12% higher than idle mode
in a 3G phone (comparing at 23.4 mW) at λ

′
s = 150/km2 and λp = 15.2/km2.
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Figure 5.7: DC power vs. various densities
of λs and λp in active mode. Parameter
values are Ps = 50 dBm and Pp = 60 dBm.
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s and λp in inactive mode. Parameter

values are Ps = 50 dBm and Pp = 60 dBm.

The comparison of active and inactive mode with conversion efficiency ξ is shown in
Fig. 5.9. DC power is an increasing function with ξ in both active and inactive modes. In
addition, we observe that harvested DC power in active mode can be increased by nearly
142% for ξ = 0.5 compared to that in inactive mode. As discussed in section 5.2.5, SR
harvests radiated power from PTs and STs in inactive mode, when SR is not performing
information decoding; therefore, all received interference power is converted to DC power.
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5.4.3 Maximization - Active Mode

Numerical results are presented in this section for the maximization of harvested energy
in active mode, as discussed in section in 5.3.3. As the results are evaluated for closed-
form expressions, the LoS exponent αL = 2 and NLoS exponent αN = 4 are assumed. We
demonstrate the superior performance of DC power based on the optimization technique
given in theorem.

Figure 5.10 shows DC power with respect to ρ. It can be seen that DC power decreased
with increasing ρ. This indicates low ρ, which means that the PS is more connected to the
EH node and less connected to the ID node, and collects more DC power. We can observe
from the plot that DC power decreased by approximately 40.28% for an increase of ρ = 0.5
to ρ = 0.6. The opposite trends are observed in Fig. 5.11, where DC power increases as
ξ increases. This suggests that more DC power is harvested when conversion efficiency is
high. Using the optimization technique, more DC power can be harvested if density of ST
(λs) is an optimal value. The optimum value λ∗s with reference to ρ is shown in Fig. 5.12.



73

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

1.2

ρ

D
C

 P
o

w
e

r 
(W

)

Figure 5.10: DC power vs. ρ in active
mode. Parameter values are Pp = 60 dBm,
λp = 15/km2, ξ = 0.5 and εc = 10−4.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

ξ

D
C

 P
o

w
e

r 
(W

)

Figure 5.11: DC power vs. ξ in active
mode. Parameter values are Pp = 60 dBm,
λp = 15/km2, ρ = 0.5 and εc = 10−4.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

A detailed analytical analysis is carried out to evaluate the random CR network. In this
thesis, first we derived an analytical downlink model of random CR network. Analytical
expressions of interference, outage probability and energy efficiency were derived for the
developed model. The model presented here will be extended to work on the transmit
antenna selection technique. Then we performed a theoretical analysis of random CR
network in Rayleigh-lognormal fading to develop an expression for coverage probability
and transmission rate of that network. Finally we developed an analytical uplink model
of CR network with truncated channel inversion power control, and derived mathematical
expressions for the coverage probability and spectral efficiency.

The salient features of our work are summarized chapter by chapter below:

Chapter 2

The salient features of the energy-efficient random CR networks based on the numerical
results as follows:

(i) Outage probability is reduced for increasing number of transmitters, though at the
same time energy efficiency is maximized for low threshold.

(ii) The SINR threshold impacts on energy efficiency performance, and there exists an
optimal threshold that maximizes energy efficiency.

(iii) It was found that there is a point of maximum energy efficiency for a particular value
of threshold, referred to here as optimal threshold, for various densities λs and λp.
Energy efficiency was low for high values of λs and λp.

Chapter 3

The salient features of the random CR networks in Rayleigh-lognormal fading based on
the numerical results as follows:

(i) Coverage probability and transmission rate are better under high transmission power.
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(ii) Coverage probability and transmission rate are better for low density PTs and STs.

(iii) When the Shannon capacity gap increases, transmission rate decreases.

Chapter 4
The salient features of the uplink model of CR network with truncated channel inversion

power control based on the numerical results are as follows:

(i) Coverage probability and spectral efficiency are better when the SR is located outside
the PER.

(ii) Coverage probability and spectral efficiency depend on the path-loss exponent and
SR density.

(iii) Coverage probability increases with increasing cutoff threshold.

Chapter 5
Several key observations can be made based on the numerical results of energy harvesting

of CR network model:

(i) Outage probability decreases with increasing transmission power and increases with
increasing densities of PTs and STs.

(ii) As expected, harvested DC power increases when transmission power (Ps and Pp) and
densities (λs and λp) are increased.

(iii) The PS ratio and conversion efficiency has an effect on DC power. When PS ratio is
low, harvested DC power is large. However, harvested DC power is large when energy
conversion efficiency is high.

6.2 Future Work

Recently, random CR network has gained widespread popularity in academia and industry
due to the current practical BS locations scenario. In the studies presented in this thesis,
we designed an analytical model of uplink and downlink CR network. The results and
observations discussed here point to numerous issues regarding random CR network that
need to be investigated; some of them are listed below as topics for future research.

� In this thesis, we investigated a single-tier uplink and downlink model of CR network
scenario. One straightforward research extension is to investigate multi-tier uplink
and downlink scenario.

� Another interesting extension of the present findings is to develop an optimization
technique for maximizing coverage probability, spectral efficiency and energy efficiency
and also minimizing outage probability.

� In future, we expect to design two-way cooperative MIMO-OFDM communication
with single and multi-relaying technique and also incorporating beam-forming.
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� Investigation of device-to-device communication, massive MIMO and higher frequency
bands, such as millimeter wave will be an interesting future direction.

� A detailed investigation of percolation theory is another promising direction for future
research.



Appendix A

A.1 Proof of lemma 1

The sum of interference from all PTs outside the PER (except the tagged PT denoted by
p0 which is inside the PER) can be expressed as

Ipp =
∑

i∈Φpt\{p0}

PpgpiR
−α
pi , (A.1.1)

where Rpi is the distance between the ith interfering PT and tagged PR taken by the
homogeneous PPP. The interference channel gains gpi are considered to be independent
and identical distribution for all channels.

The Laplace transform of the pdf of Ipp can be written as

LIpp(sp) = EIpp [exp(−spIpp)]

= EΦpt,gp

exp(−sp
∑

i∈Φpt\{p0}

PpgpiR
−α
pi )


(i)
= EΦpt

 ∏
i∈Φpt\{p0}

Egp
[
exp(−spPpgpR−αpi )

] , (A.1.2)

where sp = µpθpr
α
pP
−1
p . Equality (i) follows the independence of channel fading. Then, the

probability generating functional1 (PGFL) [70] of the PPP, applied in eq. (A.1.2), can be
calculated as

LIpp(sp) = exp

{
−Egp

[∫ ∞
rp

(1− exp(−spPpgpR−αp ))λ
′
pp(Rp)dRp

]}
. (A.1.3)

From eq. (A.1.3), it can be seen that when the nearest interfering PT is at least at
distance rp from the tagged PR, the integration limit is from rp to infinite. Then, we
calculate the density of all PTs outside the region b(0, rp). In other words, interference is

1The function of f(x) is defined as E
[∏

x∈Φ f(x)
]

= exp(−
∫
R(1− f(x))λdx).

77



78

perceived from all active PTs located in the area Rd \ b(0, rp), where b(a, b) is a sphere of
radius b centered at point a. Φpt and Φ

′
pt constitute independent thinning (Φ

′
pt ⊂ Φpt),

where Φpt is thinned of the homogeneous PPP over the plane for all PTs and Φ
′
pt is the

thinned homogeneous PPP over the entire plane for all PTs outside the region b(0, rp). So,
λp is the density of all PTs, and λ

′
p is the density of all PTs except the region b(0, rp).

Considering the mapping theorem [32, 37], the density of the homogeneous PPP can be
derived as

λ
′
pp(Rp) = λ

′
pbddR

d−1
p , (A.1.4)

where bd is the d-dimensional volume of a unit sphere over Rd, represented as, bd = πd/2

Γ(1+d/2) .
When d = 2, b2 = π.

Now, substituting the density of λ
′
pp into eq. (A.1.4), we obtain

LIpp(sp) = exp

{
−Egp

[∫ ∞
rp

(1− exp(−spPpgpR−αp ))λ
′
pbddR

d−1
p dRp

]}
. (A.1.5)

Corollary A. Let P is the transmission power, g is the interfering channel gain, λ(c)
is the density of corresponding interfering users and X is the distance from the interfering
transmitter to the tagged receiver. So the Laplace transform of the interference integration
from x to ∞ is given by

LI(s) = exp

{
−Eg

[∫ ∞
x

(1− exp(−sPgX−α))λ(c)dXd−1dX

]}
= exp

{
xdλ(c)− d

α
λ(c)(sP )d/α

[
gd/αU(θ, α)

]}
,

where U(θ, α) = Γ(−d/α, sPgx−α)− Γ(−d/α).
Proof: The detailed proof is given in Theorem 1 [70].
According to corollary A, the eq. (A.1.5) can be written as

LIpp(sp) = exp

{
λ
′
pbdr

d
p − (

d

α
)λ
′
pbd(µpθpr

α
p )

d
α

[
(gp)

d
αV (θp, α)

]}
(A.1.6)

where V (θp, α) = Γ(−d/α, µpθpgp)− Γ(−d/α).

A.2 Proof of lemma 2

The STs are not allowed to transmit inside the PER because of interference between the
PUs. Then the sum of interference from all the active STs outside the PER can be calculated
as

Ips =
∑
i∈Φst

PsgsiR
−α
si , (A.2.1)

where Rsi is the distance between the ith interfering ST and tagged PR. The interference
channel gains gsi are considered to be independent and identical distribution for all channels.
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Applying the Laplace transform in the above equation, we obtain

LIps(sp) = EIps [exp(−spIps)]

= EΦst,gs

[
exp(−sp

∑
i∈Φst

PsgsiR
−α
si )

]
(i)
= EΦst

[ ∏
i∈Φst

Egs
[
exp(−spPsgsR−αsi )

]]
(ii)
= exp

{
−Egs

[∫ ∞
rPER

(1− exp(−spPsgsR−αs ))λ
′
ps(Rs)dRs

]}
, (A.2.2)

where sp = µpθpr
α
pP
−1
p . λ

′
ps(Rs) is the density of all active STs outside the PER and

also follow the condition of pic,im and pst,im. That density can be described as λ
′
ps(Rs) =

λsbdpic,impst,imdR
d−1
s . In the expression for this density, pic,im and pst,im are the probability

of unoccupied channel selection and the probability of successful transmission for imperfect
detection. It should be noted that the equality (i) is obtained by the independence of
channel fading and the equality (ii) is obtained by PGFL of homogeneous PPP.

Application of the similar corollary A in eq. (A.2.2), we obtain the desired result given
by lemma 2.

A.3 Proof of lemma 3

Now we calculate the interference at the location of the tagged SR from other STs without
tagged ST. Thus the sum of interference is

Iss =
∑

i∈Φst\{s0}

PsGsiL
−α
si , (A.3.1)

where Lsi is the distance between the ith interfering ST and the tagged SR. The interfer-
ence channel gains Gsi are considered to be independent and identical distribution for all
channels.

Working from the interference expression, the Laplace transform can be derived as

LIss(ss) = EIss [exp(−ssIss)]

= EΦst,Gs

exp(−ss
∑

i∈Φst\{s0}

PsGsiL
−α
si )


= EΦst

 ∏
i∈Φst\{s0}

EGs
[
exp(−ssPsGsL−αsi )

]
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(i)
= exp

{
−EGs

[∫ ∞
rs

(1− exp(−ssPsGsL−αs ))λ
′
ss(Ls)dLs

]}
(ii)
= exp

{
λ
′
sbdpimr

d
s − (

d

α
)λ
′
sbdpim(µsθsr

α
s )

d
α (Gs)

d
αX(θs, α)

}
, (A.3.2)

where ss = µsθsr
α
s P
−1
s and X(θs, α) = Γ(−d/α, µsθsGs)−Γ(−d/α). The equality (i) follows

the PGFL of PPP for the STs, while (ii) follows similar corollary A. λ
′
ss(Ls), the density of

all active STs outside the region b(0, rs) and also satisfy the condition of pic,im and pst,im,
is equal to λ

′
sbdpimdL

d−1
s and pim = pic,impst,im. In this density expression, pic,im and

pst,im are the probability of unoccupied channel selection and the probability of successful
transmission for the imperfect detection, these have already explained in chapter 2.

A.4 Proof of lemma 4

We derive an expression for the sum of interference of SR from all PTs, given by

Isp =
∑
i∈Φpt

PpGpiL
−α
pi , (A.4.1)

where Lpi is the distance between the ith interfering PT and the tagged SR. The interfer-
ence channel gains Gpi are considered to be independent and identical distribution for all
channels.

The Laplace transform of interference received by a SR can be written as

LIsp(ss) = EIsp [exp(−ssIsp)]

= EΦpt,Gp

exp(−ss
∑
i∈Φpt

PpGpiL
−α
pi )


= EΦpt

 ∏
i∈Φpt

EGp
[
exp(−ssPpGpL−αpi )

]
(i)
= exp

{
−EGp

[∫ ∞
0

(1− exp(−ssPpGpL−αp ))λ
′
sp(Lp)dLp

]}
(ii)
= exp

{
−λpbdpic,pt(µsθsrαs P−1

s PpGp)
d
αΓ(1− d/α)

}
, (A.4.2)

where ss = µsθsr
α
s P
−1
s and λ

′
sp(Lp) = λpbdpic,ptdL

d−1
p . During spectrum sensing, the SUs

determine the unoccupied channels of the PUs. After track out the unoccupied channel, the
PUs start to transmit signal in their own unoccupied channel. For this reason, active PT
creates interference with the SR. Thus the probability of selection of a channel from a union
of unoccupied channel is pic,pt, which can be defined as C(M, 1)/C(N, 1). C(x, y) is the y
combinations of channels among a set of x channels. M is unoccupied PUs channels and N
is total no. of PUs channels. The equality (i) obtains from the PGFL of the homogeneous
PPP and (ii) obtains from the corollary B.
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Corollary B. Let P be transmission power, g be interfering channel gain, λ(c) be
the density of corresponding interfering users and x be the distance from the interfering
transmitter to the tagged receiver. Then the integral of the Laplace transform of interference,
from 0 to ∞ is given by

LI(s) = exp

{
−Eg

[∫ ∞
0

(1− exp(−sPgx−α))λ(c)dxd−1dx

]}
= exp

{
−λ(c)(sPg)d/αΓ(1− d/α)

}
.

Proof: The detailed proof is given in [23, pp. 103].

A.5 Proof of eq. (2.4.28)

The outage probability for the Nt active transmit antenna can be expressed as

ε(d)
s =

[
1− λs

a+ λppic,pt(µsθsP
−1
s Pp)

2
α (Gp)

2
α b

]Nt
⇒ λs

a+ λppic,pt(µsθsP
−1
s PpGp)

2
α b

= 1− (ε(d)
s )

1
Nt

⇒ a+ λppic,pt(µsθsP
−1
s PpGp)

2
α b =

λs

1− (ε
(d)
s )

1
Nt

⇒ (µsθsP
−1
s Pp)

2
α =

1

λppic,pt(Gp)
2
α b

(
λs

1− (ε
(d)
s )

1
Nt

− a

)

⇒ P−1
s =

1

µsθsPp

[
1

λppic,pt(Gp)
2
α b

(
λs

1− (ε
(d)
s )

1
Nt

− a

)]α
2

P ∗s = µsθsPp

[
1

λppic,pt(Gp)
2
α b

(
λs

1− (ε
(d)
s )

1
Nt

− a

)]−α
2

, (A.5.1)

where a = λs − λ
′
spim + ( 2

α)λ
′
spim(µsθs)

2
α (Gs)

2
αX(θs, α) and b = Γ(1− 2/α).

A.6 Proof of eq. (2.4.29)

The energy efficiency of the Nt active transmit antenna, calculated using eq. (2.4.22), can
be expressed as

ηNtEE =
λs log2(1 + θs){

a+ λppic,im(µsθs
Pp

P ∗s (Nt)
)

2
α (Gp)

2
αΓ(1− 2/α)

}
Pz
, (A.6.1)
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where a = λs−λ
′
spim+( 2

α)λ
′
spim(µsθs)

2
α (Gs)

2
αX(θs, α) and Pz = NTRXPoTt+pic,impst,im∆s

P ∗s (Nt)Tp + PspTs + P ∗s (Nt)Tp.
Now putting the value of P ∗s (Nt) (i.e. eq. (2.4.28)) in eq. (A.6.1), after some calcula-

tions, we arrive at

ηNtEE =
λs log2(1 + θs) λs

1−
[
ε
(d)
s

] 1
Nt

Pz

, (A.6.2)



Appendix B

B.1 Proof of LIss(f(n))

The interference signals at target SR come from all active STs, which can be expressed as
(3.2.9). By using (3.2.9), the Laplace transform of interference can be represented as

LIss(f(n)) = E

exp

−f(n)
∑

i∈ΦSt\y

PsiGssi ‖Rssi‖−α


(i)
= EΦSt

 ∏
i∈ΦSt\y

EPs,Gss
{
−f(n)PsGss ‖Rssi‖−α

}
(ii)
= exp

[
−2πλStEPs,Gss

{∫ ∞
rs

[
1− exp

(
−f(n)PsGss ‖Rss‖−α

)]
RssdRss

}]

= exp

−2πλSt

 Np1∑
n1=1

wn1√
π

∫ ∞
rs

{
1− 1

1 + γ(an1)f(n) Ps
Rαss

}
RssdRss

 (B.1.1)

where f(n) = Ts‖rs‖α
Psγ(an) . Equality (i) follows the independence of transmission power and

channel fading for all active ST. Equality (ii) follows the probability generating functional

of PPP [72]. Then, considering
(
Rss
rs

)2
= t in (B.1.1), the integral can be written as

=

∫ ∞
rs

{
1− 1

1 + γ(an1)f(n)PsR
−α
ss

}
RssdRss

=

∫ ∞
rs

1− 1

1 + γ(an1) Tsrαs
Psγ(an)PsR

−α
ss

RssdRss

=

∫ ∞
rs

{
1− 1

1 + Css
rαs
Rαss

}
RssdRss =

∫ ∞
rs

1− 1

1 + Css

(
Rss
rs

)−α
RssdRss
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=

∫ ∞
1

{
1− 1

1 + Css (t)−α/2

}
r2
s

2
dt

=
r2
s

2

∫ ∞
1

{
1− 1

1 + Css (t)−α/2

}
dt =

r2
s

2

∫ ∞
1

{
Css (t)−α/2

1 + Css (t)−α/2

}
dt

=
r2
s

2

[∫ ∞
0

{
Css

(t)α/2 + Css

}
dt−

∫ 1

0

{
Css

(t)α/2 + Css

}
dt

]
(B.1.2)

where Css =
Tsγ(an1 )

γ(an) . The first-term of (B.1.2) can be written as

I1 =

∫ ∞
0

{
Css

(t)α/2 + Css

}
dt =

2πC
2
α
ss

α sin
(

2π
α

) (B.1.3)

where α > 0 and Css 6= 0. The second-term of (B.1.2) can be written as

I2 =

∫ 1

0

{
Css

(t)α/2 + Css

}
dt

= 2F1 ([1, 2/α]; 1 + 2/α;−1/Css) (B.1.4)

where 2F1 ([a, b]; c; t) is a hypergeometric function. For α = 4, (B.1.4) reduces to
√
Css tan−1

(
1/
√
Css
)
.

Plugging (B.1.3), (B.1.4) and (B.1.2) into (B.1.1), we obtain the Laplace transform of
interference from the active STs.

B.2 Proof of LIsp(f(n))

The interference signals at target SR come from all active PTs, which is expressed as
(3.2.10). By using (3.2.10), the Laplace transform of interference can be written as

LIsp(f(n)) = E

exp

−f(n)
∑
i∈ΦPt

PpiGspi ‖Rspi‖−α


(i)
= EΦPt

 ∏
i∈ΦPt

EPp,Gsp
{
−f(n)PpGsp ‖Rspi‖−α

}
(ii)
= exp

[
−2πλPtEPp,Gsp

{∫ ∞
0

[
1− exp

(
−f(n)PpGsp ‖Rsp‖−α

)]
RspdRsp

}]

= exp

−2πλPt

 Np2∑
n2=1

wn1√
π

∫ ∞
0

1− 1

1 + γ(an2)f(n)
Pp
Rαsp

RspdRsp


(B.2.1)
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where f(n) = Ts‖rs‖α
Psγ(an) . Equality (i) and (ii) follow a rule similar to (B.1.1). Then, changing

the variable
(
Rsp
rs

)2
= t in (B.2.1), the integral can be written as

=

∫ ∞
0

{
1− 1

1 + γ(an2)f(n)PpR
−α
sp

}
RspdRsp

=

∫ ∞
0

1− 1

1 + γ(an2) Tsrαs
Psγ(an)PpR

−α
sp

RspdRsp

=

∫ ∞
0

1− 1

1 + Csp
rαs
Rαsp

RspdRsp =

∫ ∞
0

1− 1

1 + Csp

(
Rsp
rs

)−α
RspdRsp

=

∫ ∞
0

{
1− 1

1 + Csp (t)−α/2

}
r2
s

2
dt =

r2
s

2

∫ ∞
0

{
1− 1

1 + Csp (t)−α/2

}
dt

=
r2
s

2

∫ ∞
0

{
Csp (t)−α/2

1 + Csp (t)−α/2

}
dt =

r2
s

2

[∫ ∞
0

{
Csp

(t)α/2 + Csp

}
dt

]

=
r2
s

2
· 2πC

2
α
sp

α sin
(

2π
α

) (B.2.2)

where Csp =
TsPpγ(an2 )

Psγ(an) . Substituting (B.2.2) into (B.2.1), we obtain the Laplace transform
of interference from the active PTs.



Appendix C

C.1 Proof of LIss(ss)

The sum of the interferences received at the tagged SR can be written as

Iss =
∑

i∈ΦST \{o}

I
(
Psi ‖ri‖−α < ρso

)
Psihi ‖ri‖−α , (C.1.1)

where o represents the tagged ST, ΦST \ {o} is an independent PPP with the density λs
describing the interfering STs, Psi is the transmission power in accordance with truncated
channel inversion power control, hi is the channel power gain, and ri is the distance between
the interfering STs and the tagged SR. I(·) is the indicator function, which equals 1 if the
statement (·) is true and 0 otherwise, and ‖·‖ denotes the Euclidean norm. A detailed
derivation of Theorem 1 is provided in [77] so the full calculation is omitted here.

The Laplace transform (LT) of the sum of the interferences from the interfering STs
received at the tagged SR can be obtained as

LIss(ss) = E [exp (−ssIss)]

= exp

[
−2πλs(ss)

2
αEPs

[
P

2
α
s

] ∫ ∞
(ssρso)

−1
α

x

1 + xα
dx

]
, (C.1.2)

where Et[·] is the expected value with respect to the random variable t and Ps is the
transmission power of a ST in the uplink, which is given by (4.3.1). Substituting (4.3.1)
into (C.1.2), we obtain lemma 2.

C.2 Proof of LIsp(ss)

The calculation of the interference of a PT depends on the location of the SR, as shown
in Fig. 4.3. There are two cases: (a) the SR is located inside the PER and (b) the SR is
located outside the PER. For each of the two cases, we determine the LT of the sum of the
interferences Isp.
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Case (a): The summation of the interferences received at the tagged SR can be written
as

Isp =
∑
i∈ΦPT

Ppihpi ‖rpi‖−α . (C.2.1)

In this case, the SR is inside the PER of the PT; thus, only the nearest PT creates
interference in the SR, as already explained in Fig. 4.3. For this reason, the integration is
from 0 to rPER. In the rest of the calculation, we exclude the Euclidean norm to simplify
notation. The LT of the interference from the interfering PT received at the tagged SR can
be expressed as

L
I

(a)
sp

(ss) = E [exp (−ssIsp)]

(i)
= exp

[
−2πλp

∫ rPER

0
EPp,hp

[
1− exp

(
−ssPphpr−αp

)]
rpdrp

]
(ii)
= exp

[
−2πλp

∫ rPER

0
EPp

[
1− 1

1 + ssPpr
−α
p

]
rpdrp

]
(iii)
= exp

−2πλp(ss)
2
αEPp

[
P

2
α
p

] ∫ (
rαPER
ssPp

) 1
α

0

y

1 + yα
dy

 . (C.2.2)

Equality (i) is obtained from the probability generating functional of the PPP [72]. Equality
(ii) is obtained from the Laplace transform of hp. Equality (iii) is obtained by replacing

variables y =
(

rαp
ssPp

) 1
α

.

Case (b): In this case, the SR is outside the PER. Hence, the same interference as in
case (a) occurs in the SR; however, the integration of the distance is from rPER to ∞. For
these limits, the LT of the interference from the interfering PT received at the tagged SR
can be obtained as

L
I

(b)
sp

(ss) = E [exp (−ssIsp)]

(i)
= exp

[
−2πλp

∫ ∞
rPER

EPp,hp
[
1− exp

(
−ssPphpr−αp

)]
rpdrp

]
. (C.2.3)

Then, equality (i) follows from the same procedure as in case (a). After the calculation
of (C.2.2) and (C.2.3), we substitute the values into (4.4.3) and (4.4.4). Finally we obtain
lemma 3 (i.e., (4.4.9) and (4.4.10)).

C.3 Formula

For the derivation of the closed-form expressions for the coverage probability (4.4.13)-
(4.4.17), we use the following integration formula [85]:∫

x

1 + x4
dx =

1

2

[
arctanx2

]
. (C.3.1)
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A similar integration formula is used to derive the expressions for spectral efficiency
(4.4.28)-(4.4.32).



Appendix D

D.1 Proof of γp(h, l(d))

Corollary 1: The probability of detection (Pd) by an energy detector employed at a SR
can be expressed by the relation

Pd = Q

[
Q−1(Pfa)−

√
τfsγp(h, l(d))

1 + γp(h, l(d))

]
,

where Q(y) = 1√
2π

∫∞
y exp(−x2/2)dx is a complementary Gaussian distribution, Pfa is the

probability of a false alarm, τ is the sensing time, fs is the sampling frequency, γp(h, l(d))
is the received SNR of the PT, h is channel fading, and l(d) is path-loss function.

Proof : The corollary is derived from Eqs. (7) and (8) in [112].

Following the corollary, we obtain

γp(h, l(d)) =
Q−1(Pfa)−Q−1(Pd)

Q−1(Pd) +
√
τfs

. (D.1.1)

D.2 Proof of lemma 1

The interference Iss signals at target SR appear from all active STs, defined as (5.2.5).
Applying (5.2.5), the Laplace transform of interference Iss can be written as

LIss(s) = EIss [exp (−sIss)]

= EIss

exp

−s ∑
i∈ΦSt\{o}

Psihsil(dsi)


= EΦSt

 ∏
i∈ΦSt\{o}

Ehs [exp (−sPshsl(dsi))]


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(i)
= EΦSt

 ∏
i∈ΦSt\{o}, ds≤dc

Ehs
[
exp

(
−sPshsd−αLs

)]
· EΦSt

 ∏
i∈ΦSt\{o}, ds>dc

Ehs
[
exp

(
−sκPshsd−αNs

)]
(ii)
= exp

(
−sQsPsd−αLc

∫
b(0,dc)

λsdx

)

· exp

(
−2πλsQs

∫ ∞
dc

Ehs
[
1− exp

(
−sκPshsx−αN

)]
xdx

)
(iii)
= exp

(
−sπλsQsPsd2−αL

c

)
· exp

(
−2πλsQs

∫ ∞
dc

[
1− 1

1 + sκPsx−αN

]
xdx

)

= exp
(
−sπλsQsPsd2−αL

c

)
· exp

−2πλsQs(sκPs)
2
αN

∫ ∞
dc

(κsPs)2/αN

y

1 + yαN
dy

 , (D.2.1)

where step (i) is obtained from the two-slope path-loss function, the first part of step (ii)
is defined as the average number of points falling within a disk of radius dc, obtained
from section 2.4.2 in [23], the second part of step (ii) is obtained by the probability gen-
erating functional of PPP [72], and the second part of step (iii) is obtained by taking
y = x/(sκPs)

(1/αN ).

Our proof is crowned by substituting the value s = θs
Psl(do)

into (D.2.1).

D.3 Proof of lemma 2

The interference Isp signals at target SR appear from all active PTs, which is defined as
(5.2.6). By using (5.2.6), the Laplace transform of interference Isp can be written as

LIsp(s) = EIsp [exp (−sIsp)]

= EΦPt

 ∏
i∈ΦPt

Ehp [exp (−sPphpl(dpi))]


(i)
= EΦPt

 ∏
i∈ΦPt, dp≤dc

Ehp
[
exp

(
−sPphpd−αLp

)]
· EΦPt

 ∏
i∈ΦSt, dp>dc

Ehp
[
exp

(
−sκPphpd−αNp

)]
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(ii)
= exp

(
−sQpPpd−αLc

∫
b(0,dc)

λpdx

)

· exp

(
−2πλpQp

∫ ∞
dc

Ehp
[
1− exp

(
−sκPphpx−αN

)]
xdx

)
(iii)
= exp

(
−sπλpQpPpd2−αL

c

)
· exp

(
−2πλpQp

∫ ∞
dc

[
1− 1

1 + sκPpx−αN

]
xdx

)

= exp
(
−sπλpQpPpd2−αL

c

)
· exp

−2πλpQp(sκPp)
2
αN

∫ ∞
dc

(κsPp)2/αN

y

1 + yαN
dy

 , (D.3.1)

where the steps (i), (ii), and (iii) are obtained by the same procedure. Qp is the probability
of utilization of an idle channel. The interferences come from the PTs in the CR network
who utilize their own idle channel. After selection of idle channel by STs, each ST assigns
an idle channel to its associated cellular users (SR). However, PT transmits its own data
using an idle channel at any time when ST is utilizing it as an idle channel under dynamic
spectrum access policy. At that time, ST must be shifted to other idle channels for cellular
communication with its associated SR. Thus, the probability of utilization of an idle channel
is the probability that a channel is utilized by the PT owing to data transmission from among

the M idle channels, which can be expressed as Qp = 1/

(
M

1

)
= 1

M .

Our proof is crowned by substituting the value s = θs
Psl(do)

into (D.3.1).

D.4 Proof of lemma 3

The expectation of interference Iss is obtained by using Campbell’s theorem [23, Theorem
4.1]. The expectation of interference Iss can be represented as for the two-slope path-loss
function

E(Iss) = Ehs

 ∑
i∈ΦSt\{o}, ds≤dc

Pshsd
−αL
s

+ Ehs

 ∑
i∈ΦSt\{o}, ds>dc

κPshsd
−αN
s


(i)
= PsQsΓ(1 + 2/αL)d−αLc

∫
b(0,dc)

λsdx+ 2πκPsQsΓ(1 + 2/αN )

∫ ∞
dc

λsx
−αNxdx

= πλsPsQsΓ(1 + 2/αL)d2−αL
c + 2πκλsPsQsΓ(1 + 2/αN )d2−αN

c /(αN − 2), (D.4.1)

where in step (i), we use the E[hp] = Γ(1 + 2/αL) for LoS propagation and E[hp] = Γ(1 +
2/αN ) for NLoS propagation because the channel model is design for Rayleigh fading [23,
Section 5.1.7].

Using Campbell’s theorem, the expectation of interference Isp can be represented similar
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to the two-slope path-loss function

E(Isp) = Ehp

 ∑
i∈ΦPt, dp≤dc

Pphpd
−αL
p

+ Ehp

 ∑
i∈ΦPt, dp>dc

κPphpd
−αN
p


(i)
= PpQpΓ(1 + 2/αL)d−αLc

∫
b(0,dc)

λpdx+ 2πκPpQpΓ(1 + 2/αN )

∫ ∞
dc

λpx
−αNxdx

= πλpPpQpΓ(1 + 2/αL)d2−αL
c + 2πκλpPpQpΓ(1 + 2/αN )d2−αN

c /(αN − 2), (D.4.2)

where in step (i), the same assumption is made as in (D.4.1).

D.5 Proof of Optimization

The objective function is

f(Ps, λs) = ξ · (1− ρ) · [v1Ps + πv2λsPsQs + πv2λpPpQp] , (D.5.1)

where v1 = d−2
c + 0.5κ

√
π(do − dc)−4 and v2 = 1 + 0.5κ

√
πd−2

c .

The constraint is

v3(Ps)
−1 + πv4λsQs + πλpQp

[
v5(Ps)

−1 + v6

√
P−1
s tan−1

(
κθsPp

d2
cPsl(d

c
o)

)]
≤ εcc, (D.5.2)

where v3 = θs[ρσ
2
s + σ2

c ](ρl(d
c
o))
−1, v4 = θsl(d

c
o)
−1 +

√
κθsl(dco)

−1 tan−1
(

κθs
d2
c l(d

c
o)

)
, v5 =

θsPpl(d
c
o)
−1, v6 =

√
κθsPpl(dco)

−1, and εcc = − ln(1− εc).
The first-order derivatives of f(Ps, λs) with respect to Ps and λs are given by

∂f(Ps, λs)

∂Ps
= ξ · (1− ρ) · [v1 + πλsQsv2] . (D.5.3)

∂f(Ps, λs)

∂λs
= ξ · (1− ρ) · [πPsQsv2] . (D.5.4)

The partial derivatives of f(Ps, λs) with respect to Ps and λs are given by

∂2f(Ps, λs)

∂Ps∂λs
= ξ · (1− ρ) · [πQsv2] . (D.5.5)

∂2f(Ps, λs)

∂λs∂Ps
= ξ · (1− ρ) · [πQsv2] . (D.5.6)

The Hessian of f(Ps, λs) is

H =

[
∂2f(Ps,λs)

∂P 2
s

∂2f(Ps,λs)
∂Ps∂λs

∂2f(Ps,λs)
∂λs∂Ps

∂2f(Ps,λs)
∂λ2

s

]
. (D.5.7)
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From (D.5.7), it can be easily observed that the determinant is less than zero. Therefore,
the stationary point is an indefinite saddle point. Using (D.5.1) and (D.5.2), the Lagrangian
can be expressed as

L(Ps, λs, µ) = ξ · (1− ρ) · [v1Ps + v2πλsPsQs + πv2λpPpQp]− µ
[
v3(Ps)

−1 + πv4λsQs

+πλpQp

(
v5(Ps)

−1 + v6

√
P−1
s tan−1

(
κθsPp

d2
cPsl(d

c
o)

))
− εcc

]
.

(D.5.8)

By taking the first-order derivatives of L(Ps, λs, µ) with respect to Ps, λs, and µ, re-
spectively, we obtain

∂L(Ps, λs, µ)

∂Ps
= ξ · (1− ρ) · [v1 + πv2λsQs]− µ

[
− v3

P 2
s

+ πλpQp

(
− v5

P 2
s

− v6κθsPp

d2
c l(d

c
o)P

5/2
s

(
1 +

κ2θ2
sP

2
p

d4
c l(d

c
o)

2P 2
s

) − v6 tan−1
(

κθsPp
d2
cPsl(d

c
o)

)
2P

3/2
s

 = 0.

(D.5.9)

∂L(Ps, λs, µ)

∂λs
= ξ · (1− ρ) · [πv2PsQs]− µ [πv4Qs] = 0. (D.5.10)

∂L(Ps, λs, µ)

∂µ
= −v3(Ps)

−1 − πv4λsQs − πλpQp
(
v5(Ps)

−1 + v6

√
P−1
s tan−1

(
κθsPp

d2
cPsl(d

c
o)

))
+ εcc = 0. (D.5.11)

From (D.5.10), we obtain

µ =
ξ · (1− ρ) · v2Ps

v4
. (D.5.12)

From (D.5.11), we obtain

λs =
εcc − v3(Ps)

−1 − πλpQp
(
v5(Ps)

−1 + v6

√
P−1
s tan−1

(
κθsPp

d2
cPsl(d

c
o)

))
πv4Qs

. (D.5.13)

Substituting (D.5.12) and (D.5.13) into (D.5.9), we can characterize the relationship
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between P and k as

v1 + v2

εcc − v3(Ps)
−1 − πλpQp

(
v5(Ps)

−1 + v6

√
P−1
s tan−1

(
κθsPp

d2
cPsl(d

c
o)

))
v4


− v2Ps

v4

− v3

P 2
s

+ πλpQp

− v5

P 2
s

− v6κθsPp

d2
c l(d

c
o)P

5/2
s

(
1 +

κ2θ2
sP

2
p

d4
c l(d

c
o)

2P 2
s

) − v6 tan−1
(

κθsPp
d2
cPsl(d

c
o)

)
2P

3/2
s

 = 0

⇒ v1 +
v2

v4

{
εcc − v3(Ps)

−1 − πλpQp
(
v5(Ps)

−1 + v6

√
P−1
s tan−1

(
κθsPp

d2
cPsl(d

c
o)

))}

− v2

v4

− v3

Ps
+ πλpQp

− v5
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− v6κθsPp

d2
c l(d

c
o)P

3/2
s

(
1 +

κ2θ2
sP

2
p

d4
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c
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2P 2
s

) − v6 tan−1
(
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c
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2P
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s
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v6 tan−1
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κθsPp
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c
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s
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c
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s
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p
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c l(d

c
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⇒ v4

v2πλpQp
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v2εcc
v4

]
=

v6 tan−1
(

κθsPp
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c
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s
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c
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=
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)
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v1v4
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√
κθsPp

v6πλpQpdc
√
l(dco)

[
v1v4
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+ εcc
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⇒ tan−1 (P )

2
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(1 + P 2)
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1√
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, (D.5.14)

where P =
κθsPp

d2
cPsl(d

c
o)

and k1 = 1
πλpQpdc

[
v1v4
v2

+ εcc

]
.

Theorem is crowned after some manipulations in (D.5.14).
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