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Molecular dynamics simulations of Ar ion collision on a Si surface using an optimized potential
function were carried out in the case of the acceleration voltages of 50 keV for Ar ions. A hillock
structure was formed by the Ar ion impact on the Si surface. The height of the structure calculated
by the simulations corresponded to those of the experiments. The height of the structure was found
to be proportional to the fluence of Ar ions. The amorphous structural region was expanded by the
progress of the interface region between the amorphous structure and the crystalline structure with
increasing the fluence in the depth direction. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3204640�

I. INTRODUCTION

Focused ion beams �FIBs� are very useful tools in the
processes of lithography, doping, deposition, and etching. In
particular, the FIB etching and deposition techniques have
been widely used for the mask repair and transmission elec-
tron microscope �TEM� sample preparation. Recently, these
techniques have been extended to the fabrication of three-
dimensional �3D� nanostructures. The FIB chemical vapor
deposition is used to fabricate 3D nanostructures and the
aerial wiring applied to photonic crystals and nanoscale
tweezers. The FIB etching, however, has had very limited
use in the fabrication and formation of 3D structures, such as
predetermined curved shapes, microlens components, and
diffractive optical elements, because of the very limited
specifications for etching tasks.

Schmuki et al.1 carried out the ion implantation in GaAs
with Si++ doses ranging from 3�1013 to 3�1016 cm−2 using
a FIB. They found that the protrusions of the ion beam
treated areas are in the range of 1–15 nm in heights and an
increase in surface roughness. Recently, a surface deforma-
tion at the nanometer precision on a Si surface was system-
atically achieved in experiments with a Ga ion beam colli-
sion process after an etch pit process created on the Si
surface.2 The height of the deformation was proportional to
the ion beam fluence. These experiments demonstrate the
requirement for a high-accuracy process technology for the
masking at the nanometer precision. On the other hand, a
molecular dynamics �MD� simulation can track such phe-
nomena because it can track each ion and atom dynamically.
Thus, the MD simulation is a powerful and effective tool for
analyzing material deformation by ion beam processing.
Humbird et al.3 presented MD simulations of energetic Ar+

ions �20–200 eV� interacting with initially crystalline sili-
con, with quantitative comparison to experiment. Similar
simulations with ions bombardment to Si were also per-
formed by Thijsse et al.4 and Rosso et al.5

The present study considers nano-order deformation of a
surface when the fluence of the irradiation parameter for the
calculations is set to be a realistic value for an FIB. Estima-
tions of the deformation height from the simulation results
will be important information for the crafting of nanomasks
by ion beam processing. Large-scale MD simulations were
performed for acceleration voltages of 50 keV for Ar ions.
The deformation on the surface caused was analyzed after
the ions collided on the Si surface. Moreover, the height of
deformation was compared with the experimental value un-
der the same irradiation conditions.

II. COMPUTATIONAL METHOD AND THE MODEL
SYSTEMS

We used our previous MD code6 to investigate the
mechanism of surface deformation by Ar ion impacts. In the
present MD calculations, the Verlet’s algorithm was used for
the time integration.

A. Potential function for Si crystal

For the simulation with a Si target, the Tersoff potential
function7 was employed,
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Here i, j, and k label the atoms of the system, rij is the length
of the ij bond, and �ijk is the bond angle between bounds ij
and jk. The parameters in Eq. �1� are summarized in Table I.

B. Ar ion for Ziegler, Biersack, and Littmark
potential

The Ar ion potential is represented by the Ziegler-
Biersack-Littmark potential,8
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Here Z1 and Z2 are atomic numbers. The detailed parameters
are shown in Table II.

C. Computational parameters

The computational domain for the large-scale calculation
is shown in Fig. 1. The target domain is 10.7�10.7

�25.9 nm3, consisting of 153 600 Si atoms. Langevin layers
as heating bath boundary conditions in the target material
were applied except the surface area. The Langevin layers9

consist of a fixed layer and a temperature control layer. The
target surface boundary was represented by a free boundary
condition. The initially surface was �001� crystalline at
300 K. The irradiation area is defined as 4.3�4.3 nm2. At
the beginning of each Ar ions impact, the Ar ion was intro-
duced at a random location above the irradiation area on the
Si surface. The Ar ion directly impacts to the Si surface
without incident angle to the normal direction. The time in-
crement is set to be 0.013 47 fs to track the ion trajectory.
The MD simulation under the regular interval impact condi-
tion was performed for the acceleration voltage of 50 keV
for Ar ion. The interval time between ion impacts is defined
as 120 fs, that is, sufficient to simulate the cooling process of
the target.

III. DESCRIPTION OF THE EXPERIMENT

In the present study, the irradiation of ion beam was
performed by using the irradiation equipment installed at
Kochi University of Technology.10 This equipment is con-
structed from three parts as shown in Fig. 2. At the produc-
tion part of ion beam, Ar1+ ions were produced by using a
10 GHz NANOGAN �Ref. 11� and accelerated up to 50 keV.
At the analysis part of ion beam, the Ar1+ ion beam was

TABLE I. Tersoff potential parameters for Si.

Si

A �eV� 1.8308�103

B �eV� 4.7118�102

� �Å−1� 2.4799
� �Å−1� 1.7322
n 7.8734�10−1

	 1.1000�10−6

c 1.0039�105

d 1.6217�101

h −5.9825�10−1

R �Å� 2.7
S �Å� 3

TABLE II. Parameters for ZBL potential.

ci di

1 0.028 171 0.201 62
2 0.280 22 0.402 9
3 0.509 86 0.942 99
4 0.181 75 3.199 8
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FIG. 1. Computational domain.

FIG. 2. Schematic picture of the irradiation equipment for Ar1+ ion beam.
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identified and separated by using a dipole magnet. At the
irradiation part of ion beam, the separated ion beam was
focused and irradiated onto a Si crystal through a Cu stencil
mask at room temperature. The thickness of the Si crystal
was 525 �m and an oxidized layer on the Si surface was
removed by an etching process before the ion irradiation.
The Cu stencil mask, whose thickness was 10 �m, has
square holes with 7.5 �m sides. The fluence of Ar ions was
varied over the range of 3�1013�1�1015 ion /cm2. The Si
surface was observed by using the SPM-9600 atomic force
microscope developed by Shimadzu Corporation.

IV. RESULTS AND DISCUSSION

Figure 3 shows the energy of Si target versus time. The
energy enhancement shows moderate profile less than
3000 fs. The energy distribution does not have the peak ev-
ery 120 fs at this stage and the event of collision cannot be
caused every time by the channeling when Ar ion impacts Si
atoms. Especially, the channeling occurred at initial state in a
high rate statistically, and then the Ar energy cannot be trans-
ferred to the upper part of Si substrate. However, when the
amorphous region progressed more and more as time ad-
vanced, the event of collisions occurred frequently with in-
crease in the amorphous regions. As the results, the system
energy suddenly increased at t=3000 fs and it is proportional
to the time. Figure 4 shows height against fluence amount.
The height of the hillock structure provided from MD simu-
lation is defined to be the highest position in the deformed
region beyond the initial surface coordinate, and the region is

detected by the tracking distance between Si atoms being
less than 3.35 Å. Moreover, the height is expressed as the
distance from the initial coordinate before the collision. The
height of the hillock structure provided from the experiment
is also shown in Fig. 4 as the squire closed symbol, showing
the height irradiated by Ar ions when the acceleration energy
is 50 keV for the fluences of 3�1013, 1�1014, 3�1014, and
1�1015 ion /cm2. The error bars in the figure show the stan-
dard deviation of the observed height of the hillock structure.
In MD simulation, when the fluence amount is larger than
4.0�1014 ion /cm2, the height ranged from 1 to 4 nm. The
height of the resultant hillock structure is exhibiting an in-
creasing height with increasing fluence amount. Although the
beginning of the time for the growth of the height is different
for the simulation and the experiment, the height of the hill-
ock structure in the simulation corresponds to the same order
as the experimental value, the height of the hillock structure
of MD simulation gives lower than that of the experimental
results.

To examine the state in the Si target, the local parameter3

is investigated for the fluence value,
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where xi is the x position of atom i in the lattice and a is the
lattice constant. Note that the order parameter switches
smoothly from 1 to 0 and shows zero for liquid or amor-
phous solid and unity for a perfectly crystalline. In Fig. 5 the
local value becomes less than unity with the irradiation pro-
gressing, that is, the amorphous region is progressed with
increasing of the fluence. The amorphous region is devel-
oped from the surface; the surface location is larger than the
initial coordinate from the bottom boundary �270 Å�. There-
fore, the surface deformation is caused by the expanding of
amorphous region. The time development at the surface re-
gion is investigated by visualizing for fluence amounts of
2.99�1014, 4.02�1014, and 6.52�1014 ion /cm2, shown in
Fig. 6.

In Fig. 6�a�, the concavity is very small. At Fig. 6�b� for
4.2�1014 ion /cm2, after a hillock structure is formed, in the
upper region at the surface a few sputtered atoms were ob-
served. Figure 6�c� shows the enhanced deformation. The
atoms in each layer move upward. The highest layer at the
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FIG. 3. Time history of the system energy.
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FIG. 4. Effects of fluence on height of hillock structure.
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initial target height is the most greatly enhanced in other
figures; the structure is not complete crystalline.

V. CONCLUSIONS

Large-scale MD simulations were carried out to under-
stand the influence of fluence value and surface deformation

during ion collisions. A hillock structure was observed and
the height of the structure was analyzed and compared to the
experimental results. The height of the hillock structure cal-
culated by the MD simulations is in the same order as the
experimental value. The height of the hillock structure is
3.77 nm when the fluence value is 6.58�1014 ion /cm2. The
growth of the height of the hillock structure is proportional
to the fluence amounts. Moreover, the amorphous region is
progressed to be proportional to the fluence amount. These
phenomena are also observed in the 3D visualization. The
deformation at the surface is made of the amorphous struc-
ture and the region of the height growth are coincident with
the progress of the amorphous region.
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FIG. 6. �Color online� Snapshots at the surface region; �a� 2.99
�1014 ion /cm2, �b� 4.02�1014 ion /cm2, and �c� 6.52�1014 ion /cm2.
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